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Abstract  

Introduction: The incidence of liver disease resulting from excessive alcohol consumption, 

inhalation of polluted gases, drug use, contaminated food, and food packaging is rapidly 

increasing. As this disease often presents no symptoms or complications in its early stages, 

timely diagnosis can be challenging. However, if diagnosed early, treatment can be 

administered more easily and at a lower cost. In more advanced stages, liver diseases can 

progress to cirrhosis and liver cancer, leading to significantly more difficult treatment options 

and, in some cases, resulting in the patient's death. 

Method: Considering the challenges involved, early diagnosis of liver disease is crucial for 

determining treatment solutions, duration of treatment, and recovery. With advancements in 

machine learning and deep learning technologies, which can analyze and learn from complex 

and large datasets, these tools can be employed for the early prediction of liver disease. In this 

study, we utilized a dataset of liver disease patients from India. After data preprocessing, a deep 

learning model optimized by the metaheuristic algorithm of the Lizard Search was proposed to 

enhance prediction accuracy by leveraging the advantages of metaheuristic algorithms and to 

assist in timely disease diagnosis. 

Results: Our proposed method employs a deep neural network optimized using the metaheuristic 

RSA algorithm. This model achieved promising results in diagnosing liver disease, with an 

approximate accuracy of 96.9%, a reliability of around 97.2%, and an F1 score close to 96.7%. 

This approach demonstrates high efficiency in the early and accurate detection of liver diseases, 

contributing to improved treatment processes. 

Conclusion: The results demonstrated that combining a feedforward neural network with 

metaheuristic algorithms significantly improved the accuracy and reliability of liver disease 

diagnosis. The proposed model enhanced prediction accuracy and diagnostic validity compared 

to previous methods. These advancements can effectively facilitate the early detection of liver 

diseases, leading to improved treatment processes and a reduction in complications associated 

with disease progression. 

Keywords: Liver Disease, Machin Learning, Deep Learning, Metaheuristic Algorithm, Deep Neural 

Network 
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ب  مقدمه:   به  به دل  ی ماریابتلا  الکل، استنشاق گازها  شیب  دنینوش  ل یکبد  داروها، مواد غذا  یاز حد  و    ییآلوده،  آلوده 

که این بیماری در مراحل اولیه عوارض و علائمی ندارد   . با توجه به ایناست  شی غذا به سرعت در حال افزا  یبندبسته

اگر این بیماری در مراحل اولیه تشخیص داده شود درمان آن به آسانی و با   باشد.دشواری می   تشخیص به موقع آن کار 

گردد  تر تبدیل به سیروز و سرطان کبدی می های کبدی در مراحل پیشرفتهباشد. بیماری پذیر می صرف هزینه کمتر امکان

  گردد. های درمانی بسیار دشوارتری را به دنبال دارند حتی در بعضی موارد منجر به مرگ بیمار می که به مراتب راه 

طول درمان  ،  در ارائه راهکارهای درمانی  یماریب  زود هنگام این  صیتشخ  های مطرح شدهبا توجه به چالش   روش کار: 

ی و یادگیری عمیق و توانایی آن در تحلیل و یادگیری نیماش  یریادگی  یفناور  شرفتیبا پ  مهم است.  اریبس  یو بهبود

  ، استفاده نمودکبد    یماریزودهنگام ب  ینیبش یپین ابزار جهت  اتوان از  های پیچیده و حجیم می ویژگی از مجموعه داده 

یک مدل    ،هاکبدی هند استفاده شد. پس از پیش پردازش داده  بیماران حاضر، از مجموعه داده  پژوهش   بدین منظور در

مزیت   از  استفاده  با  تا  گردید  مطرح  شده  بهینه  خزندگان  جستجوی  فراابتکاری  الگوریتم  وسیله  به  که  عمیق  یادگیری 

 .بینی را افزایش دهد و به تشخیص به موقع بیماری کمک کندهای فراابتکاری دقت پیش الگوریتم

الگور  یریگبا بهره  شدهنه یبه  قیعم  یشامل شبکه عصب  یشنهادیدر مطالعه حاضر، روش پ  : هایافته   ی فراابتکار  تمیاز 

RSA  ازیدرصد و امت  2/97درصد، صحت حدود    9/96  یبیبا دقت تقر  ،یکبد  یماریب  صیمدل توانست در تشخ  نیاست. ا  

F1  زودهنگام و    ص یبالا در تشخ  یی دهنده کارانشان   کردیرو   ن یرا نشان دهد. ا  یقابل قبول  جیدرصد، نتا  7/96به    ک ینزد

 کمک کند.   یدرمان یندهایبه بهبود فرآ تواندی است که م  یکبد یهای ماریب قیدق

 ی موجب بهبود قابل توجه ،یفراابتکار یها تم یو الگور شخوریپ ینشان داد که استفاده از شبکه عصب جینتا : گیری نتیجه 

و صحت    ینیبش یدقت پ  یاطور قابل ملاحظه توانست به   یشنهادیشد. مدل پ  یکبد   ی ماریب  ص یدر دقت و صحت تشخ

روش  یریگجهینت به  نسبت  ا  شیافزا  نیش یپ  یهارا  تشخ  تواندی م  هاشرفتیپ  نیدهد.  موقع    صیدر  به  و  زودهنگام 

 .دیکمک نما یماریب شرفتیاز پ یکند و به بهبود روند درمان و کاهش عوارض ناش فایا یثرؤ نقش م یکبد  یهایماریب

 بیماری کبد، یادگیری ماشین، یادگیری عمیق، الگوریتم فراابتکاری، شبکه عصبی عمیق  : هاواژه کلید 
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 و عاشوری   جلالیان                                                                بینی بیماری کبدی به وسیله یادگیری عمیقپیش   

 مقدمه
کند.  کند و با اقدامات ضتروری به بهبود ستلامت جامعه کمک میامروزه بخش بهداشتت و درمان نقش مهمی در اقتصتاد کشتورها ایفا می

ها در مراحل  های اولیه، ثانویه و ستوم استت و هدف اصتلی آن ارائه خدمات با کیفیت بالا و پیشتگیری از بیماریاین بخش شتامل مراقبت
تواند منجر به مرگ شود، بسیار حیاتی  های کبدی برای جلوگیری از نارسایی کامل کبد، که میتشخیص زودهنگام بیماری[. 1] اولیه است
ترین عضتو بدن انستان، نقش حیاتی در ستلامت کلی بدن دارد. این عضتو مستمول عملکردهای متابولیکی کلیدی از [. کبد، بزرگ2،3استت ]

ها، تولید صتتتفرا، پردازش هموگلوبین، د قابل استتتتفاده، رخیره و تنمین این مواد برای ستتتلولجمله تبدیل مواد مغذی رژیم غذایی به موا
[. با این حال، به دلیل ستبک زندگی ناستالم، بستیاری از 4،5ضترر و تقویت ایمنی بدن استت ]بیمواد   پاکستازی خون، تبدیل مواد ستمی به  
های کبدی شامل سیروز، هپاتیت ویروسی،  بیماری[. 6] برندهای کبدی، از مشکلات حاد تا شدید، رنج میافراد در ستراسر جهان از بیماری

ومیرها در اروپا استت و در درصتد مرگ 8/1های ژنتیکی کبد و بیماری کبدی الکلی هستتند. ستیروز کبدی عامل حدود  کبد چرب، بیماری
توجهی طور قابلهای کبدی مرتبط با چاقی، شتتتیون آن بهبیماریهای مزمن هپاتیت و دهه اخیر به دلیتل افزایش مصتتترف الکتل، عفونت

های  اند پیشترفتهای کبدی را نشتان دادههای جنستیتی در شتیون، تشتخیص و مدیریت بیماریتحقیقات اخیر تفاوت  .افزایش یافته استت
ن های بالینی بزرگ را برای یادگیری ماشتیگیری از مجموعه دادههای بهداشتتی، امکان بهرهاخیر در استتفاده از هوش مصتنوعی در مراقبت

در این پژوهش، برای [. 7] های آماری ستتنتی عملکرد بهتری دارندبندهای یادگیری ماشتتین در مقایستته با مدلفراهم کرده استتت. طبقه
 .تشخیص زودهنگام نارسایی کبد از یک مدل یادگیری عمیق مبتنی بر شبکه عصبی عمیق استفاده خواهد شد

Jin کارآمد  و  ستریع را  بیماری تا  کندمی کمک پزشتکان  به که  دادند توضتی  را مختلفی  بندیطبقه  هایتکنیک  مفهوم ،[ 8]  همکاران و 
درخت    ،(Multilayer Perceptron) پرسپترون چند لایه ،(Naïve Bayes)  بیزین ساده مانند مختلفی  بندهایطبقه .دهند  تشتخیص
  ویژگی   مانند  پارامتر چندین  استتا   بر ترین همستتایهنزدیک K(Nearest Neighbors-K KNN) و  (Decision Tree)  تصتتمیم

(Feature)،  حستتاستتیت (Recall  )وکا  اپن ستتور   ابزار از  استتتفاده  با  هاالگوریتم.  شتتدند تحلیل و تجزیه و  مقایستته  غیره و  (Weka  )
 داد  نشتان تجربی نتایج.  شتد  آوری  جمعUCI (University of California, Irvine) مخزن از  هاداده  مجموعه و  شتدند ستازیپیاده
دو  نظر از  بهتری نتایج  تصتادفی جنگل و لجستتیک  رگرستیون  که  حالی در  دارد، را بهتری  بندیطبقه  نتایج  بیزین ستاده  دقت،  نظر از که

  رگرستتیون مختلف مانند  بندیطبقه  هایالگوریتم از [9]ای  مطالعههمکاران در  و Singhدستتت آوردند.  هب حستتاستتیت و  معیار یادآوری
 اسا   بر  هاالگوریتم این همه  مقایسه. کردند  استفاده کبد  بیماری بینیپیش برای همستایه  تریننزدیک و پشتتیبان بردار  ماشتین  لجستتیک،

 تریننزدیک-K و  لجستتیک رگرستیون در این کار،.  شتد انجام شتود،می پیدا پیچیدگی ماتریس طریق از که  بندیطبقه درصتد صتحت
دستت آمده برای هدرصتد صتحت ب. داشتت را حستاستیت بالاترین لجستتیک  رگرستیون  اما  ؛دستت یافتند درصتد صتحت بالاترین همستایه به

 که گرفت نتیجه توانمی  بنابراین  ؛بود%  97/73همستایه   تریننزدیک-K و  لجستتیک  و برای رگرستیون  %97/71ماشتین بردار پشتتیبان 
  مختلفی  بندیطبقه  هایالگوریتم[  10] ایمطالعهدر  همکاران و  Pathan .است مناسب کبد  بیماری بینیپیش  برای  لجستیک  رگرسیون
. کردند استفاده  (Ada Boost) و آدا بوست (Random Forest)  جنگل تصتادفی  ،(Bagging)  کشتیکیسته، J48  بیزین ستاده،  مانند

 الگوریتم از استتفاده  با که شتد  استتفاده  کبدی  غیر  بیماران و  کبدی بیماران  گروه دو به  هاداده  تقستیم برای پردازش  پیش  روش  از  همچنین
 این. شتتد انجام وکا  اپن ستتور   ابزار از  استتتفاده  با مختلف  بندیطبقه  هایالگوریتم ستتازیپیاده. شتتد انجام  K means بندیخوشتته
  نشتان  تطبیقی مطالعه  مقایسته، انجام از پس شتدند.  مقایسته هم  با  غیره و  خطا  میزان صتحت، معیارهای ارزیابی مانند  استا    بر  هاالگوریتم
  رویکرد  از [،11]  ایمطالعه و همکاران در  Adil .دهدمی ارائه  هاالگوریتم  ستتایر با  مقایستته در  را بهتری نتایج  تصتتادفی جنگل که  داد

 نمونه هایداده و بیمار جنستتتیت از استتتتفاده  با(  کبدی  غیر یا  کبدی بیمار  یعنی)  کبدی بندی باینری بیمارطبقه برای ماشتتتین  یادگیری
 کبدی بیماران ستوابق» عنوان با UCI ماشتینی یادگیری مخزن در مورد استتفاده    داده  کردند. مجموعه  استتفاده  آزمایشتگاهی پزشتکی
 قبلی نتایج با آن نتایج  مقایسته و لجستتیک  رگرستیون مانند  ستاده محاستباتی  بندیطبقه تکنیک از  استتفادههدف این مطالعه   بود.  «هند
 این در را  خود  رگرستیون لجستتیک اهمیت  بندیطبقه نتایج. استت دیگر  محققان مورد نظر، توستط  داده  مجموعه  روی بر  آمدهدستتبه

 ،(Decision Tree) صمیمتت درخت، C5.0 بیز، ساده بندقهتطب به نسبت بندیطبقه در %74به صحت بالاتر  دستیابی با داده  مجموعه
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  تشخیص   برای  رویکردی ،Pani  [12]و    Baitharuکرد.    ترین همسایه ثابت  نزدیک k  و  مصنوعی عصبی  شبکه  پشتیبان،  بردار  ماشین
شتتتبکته    بیزین ستتتاده،  ماننتد الگوریتم  چنتدین. کردند ارائه  کبتدی  اختلالات هایداده مجموعه تحلیتل و  تجزیه طریق از  کبتدی  اختلالات

 ZeroR،  (Instance-Based Learner with parameter)IBK،  (Variance  (Zero Rule algorithm) عصتبی چند لایه،

Feature Importance)VFI J48 ،(Versione ejra shodeye algorithm C4.5 dar WEKA)J48 چندلایه   پرستپترون و
 از استتفاده با هاشتد. الگوریتم آوریجمع UCI پایگاه داده از مورد استتفاده یهاداده مجموعه در این پژوهش مورد استتفاده قرار گرفتند.

 ارائه هاالگوریتم ستایر با  مقایسته در را  بهتری  بندیطبقه نتایج چندلایه  پرستپترون  که داد  نشتان تجربی نتایج  شتدند.  ستازی  پیاده وکا ابزار
و   Geetha  .گیرد قرار استتتفاده  مورد  ثرؤم طور  به  کبدی اختلال  تشتتخیص برای  بیشتتتر تواندمی  چندلایه پرستتپترون  بنابراین،.  دهدمی

  بیماری   تشتخیص  هایروش   ،ML(Machin Learning) ماشتینی  یادگیری  هایتکنیک از  استتفاده با [13]پژوهش خود همکاران در 
 ماشتین هستتند  یادگیری اصتلی  تکنیک دو  شتامل  لجستتیک،  رگرستیون ماشتین بردار پشتتیبان،.  کردند  ارزیابی و  پیشتنهاد بیماران در  کبدی

 تحلیل ها،مدل تمامی از استتتفاده کار گرفته شتتد. باه  ب  UCI پایگاه داده    هابرای ارزیابی الگوریتم  .شتتدند استتتفاده که در این پژوهش
 درصتد صتحت و برای رگرستیون  04/75بند ماشتین بردار پشتتیبان  برای طبقه. استت  شتده ارزیابی هاآن عملکرد و شتده اجرا بینیپیش

 با را  کبدی اختلال بینیپیش یک رویکردDhayanand  [14 ]و    Vijayarani. درصتد صتحت گزارش شتده استت  23/73لجستتیک 
ماشتتین بردار پشتتتیبان  و  بیزین ستتاده  بندیطبقه  هایالگوریتم از  رویکرد  این در  ارائه دادند. مختلف بندیطبقه  هایالگوریتم  از استتتفاده
 شتود،می اجرا زمان  معیارهای و  بندیطبقه صتحت  معیارهای  شتامل که  عملکردی پارامترهای استا   بر الگوریتم دو  کردند. این استتفاده
 از  شتدهآوریجمع هایداده  برمجموعه و شتد  ستازیپیاده 2013نستخه  MATLAB  ابزار از استتفاده  با پیشتنهادی ستیستتم. شتدند  مقایسته

 الگوریتم از بندی،طبقه صتحت بالاترین دلیل به پشتتیبان  بردار  ماشتین که شتد  مشتاهده  تجربی، نتایج در.  اعمال گردید UCI  پایگاه داده
و همکاران جهت تشتتخیص  Abdar. کرد استتتفاده کبدی هایبیماری بینیپیش در بیشتتتر آن از توانمی و کرد عمل بهتر ستتاده  بیزین

این رویکرد شتامل ادغام یک   ؛[15] ستازی یادگیری ماشتین یکپارچه استتفاده کردندزودهنگام و کارآمد نارستایی کبد از یک رویکرد مدل
بند و درخت رگرستیون طبقهCHAID  [11  ،] ،[12] (C5.0) گیری مختلف مانندهای تصتمیمپرستپترون با درخت  عصتبی چندلایه شتبکه
ارزیابی  استتفاده کردند. چندین معیار  (UCI)های مخزن دانشتگاه کالیفرنیا، ایروین این پژوهش از مجموعه داده بود. در [13]  شتدهتقویت

 Multilayer)  عصتتتبیدهد که تلفیق شتتتبکهمانند حستتتاستتتیت، ویژگی، دقت و غیره مورد بررستتتی قرار گرفتند. نتایج نشتتتان می

Perceptron)  MLP   های  و روشC5.0 ها از در مقایستته با ستتایر الگوریتم   %75/93 و ویژگی  %16/94  با دستتتیابی به حستتاستتیت
 .عملکرد بهتری برخوردار بود

اینتل اخیر  برای  از  استفاده  با  هند  کبدی  بیماران  داده  مجموعه  بندیطبقه  سازیپیاده  روی  بر  مطالعه  پایتون   روی  بر  ®Intel  توزیع 
بندی  ها در طبقهروش این    ثیرناده شد و تفمختلف پیش پردازش است  های روش از    و  دارد  تمرکز  Intel® Xeon® Scalable  1دهپردازن

  به   فرد  یک  آیا  که  این  بینیپیش  هدف  با  کبدی  بیماران  بندیطبقه  مختلف،  هایویژگی  کمک  به  همچنین   مورد بررسی قرار گرفت.
 به  SMOTE(Synthetic Minority Oversampling Technique)از  استفاده   با  و  انجام شد  خیر  یا  است  مبتلا  کبدی  بیماری
های دنیای واقعی، با مشکل عدم  داده   مانند بسیاری از مجموعهکه ممکن است  ،  UCI  های کبدیداده  پردازش، رویپیش  روش   عنوان

های مربوط به یک نون خاص از حمله یا دفان )یا  به این معنی که تعداد نمونه[.  16]  خوبی به دست آمد  شوند، نتایج تعادل کلا  مواجه  
با ایجاد   SMOTE ،هر ویژگی دیگری که به عنوان کلا  در نظر گرفته شود( ممکن است به طور قابل توجهی کمتر از سایر انوان باشد

های موجود از کلا  اقلیت و ایجاد  د. این کار با انتخاب نمونهکنها کمک میهای مصنوعی جدید برای کلا  اقلیت، به تعادل دادهنمونه
 . این عمل کمبود داده را جبران نموده و موجبشودکنند، انجام میها را به هم وصل می های جدید در امتداد خطوطی که این نمونه نمونه

استفاده شد. در این    بندطبقه   عنوان  به   تصادفی  جنگل  هچنین از الگوریتم.  گذار خواهد بودثیر نشده و در بهبود دقت ت  هاتعادل بین کلا  
مدل یادگیری   5  منتظری  در پژوهش  [.17]  دست آمده  برای ماشین بردار پشتیبان ب  %2/71% برای جنگل تصادفی و  6/74کار صحت  

 
1 Intel Corporation, *Intel® Xeon® Scalable Processor 8280*, 2019. https://www.intel.com/content/www/us/en/products/sku/120496/intel-xeon-

platinum-8280-processor-38-5m-cache-2-70-ghz/specifications.html   
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 و عاشوری   جلالیان                                                                بینی بیماری کبدی به وسیله یادگیری عمیقپیش   

جنگل    (ADBOOST)  آدبوست،  SVM(Support Vector Machine)  بردار ماشین پشتیبان،  (Bayes Naïve)  بیز ناوماشین  
تعداد  جنگل تصادفی  بندتشخیص بیماری کبد استفاده شده است. در مدل دسته به منظور  (Trees Random Forest1NN) تصادفی

این    ،اندمدل ماشین یادگیری اجرا شده   5مرحله است.    10تعداد مراحل اجرا  آدبوست   درخت است و در مدل   10درختان به کار برده شده  
ی مدل یادگیری ماشین  بنداز نظر دقت دسته  ،بندی مقایسه شدندزیر منحنی راک و دقت دسته   مدل از نظر ویژگی، حساسیت، سط  5

بیزین  ،  تصادفیجنگل    مدل دو   .است  بهینه    دارای دقت  %21/72با دقت  ،  جنگل تصادفی به سایر  (  Naïve Bayes)شبکه  نسبت 
در    یادگیریهای  مدل نتیجه سطبهتری  موقعیت  ماشین  در  و  دارند  منحنی     قرار  دارندراک  زیر  پژوهش   [.18]  بیشتری  و   خامنهدر 

کاوی مطرح شد. میزان تنثیرگذاری  به سرطان کبد به کمک رویکردهای داده  به سیروز در معرض ابتلا  همکاران، شناسایی بیماران مبتلا
بینی صحی  سرطان در بیماران سیروتیک، از مزایای تحقیق آنان بود که درخت تصمیم توانست های مورد بررسی بیماران در پیشمشخصه

  ه نمایدئاتیولوژی غیر ویروسی اراپدرصدی را برای بیماران با    92درصدی را برای بیماران با اتیولوژی ویروسی و دقت    88میزان دقت  
بیماری  .[19] دقیق  و  زودهنگام  بهتشخیص  کبدی  قابلهای  تنثیر  از  دلیل  استفاده  و  عوارض  کاهش  درمان،  روند  بهبود  در  آن  توجه 

های پیشرفته یادگیری عمیق  گیری از روش ای برخوردار است. این پژوهش با بهرهتر، از اهمیت ویژههزینهتر و کمهای درمانی سادهروش 
الا انجام شده است تا گامی مؤثر در جهت بهبود فرآیند  منظور شناسایی بیماری کبدی در مراحل اولیه با دقت بو یادگیری ماشین، به 

 .تشخیص و مدیریت این بیماری برداشته شود

 

 کار روش 

برای تشخیص نارسایی کبد از یک مدل یادگیری عمیق بر پایه شبکه عصبی عمیق استفاده شد. بدین منظور از مجموعه   مطالعهدر این   
از شمال شرقی آندرا   ، این مجموعه داده  .استفاده شد  UCIیادگیری ماشین  پایگاه داده  موجود در    ILPD(  Indian Liver Pati)  داده
های مربوط به پیش  بعد از اعمال روش   .ای از علائم بالینی استو شامل مجموعهآوری شده  ، هند جمع(Andhra Pradesh)  پرادش 

تجزیه و تحلیل   و  (Clean data)   هاسازی دادههای پرت و پاکحذف داده   ، هدف از پیش پردازش که  پردازش برروی مجموعه داده موجود  
  ،میانه  ،با استفاده از روش محاسبه میانگینیص بیماری  خثر در تشؤهای م داده  و  هااطلاعات بیماران از مجموعه داده و استخراج ویژگی

ای در مورد توزیع هر ویژگی اطلاعات اولیه  ،های پایهاین ویژگیباشد،  میو واریانس برای هر ویژگی عددی   ماکزیمم مینیمم  ،انحراف معیار
ها داده ،  کل مجموعه داده سپس از    .تواند نشان دهنده عملکرد کلی کبد باشدبه عنوان مثال میانگین سط  آلبولین سرم می   ؛دهندارائه می

تا از  شدندها به صورت تصادفی انتخاب ست که داده ا شوند. این به این معنابه صورت تصادفی به دو مجموعه آموزش و آزمون تقسیم می 
درنظر   ونها برای آزمدرصد داده  30    ،دها باشگیری تصادفی به بهترین شکل نمایانگر کلیت دادههرگونه تعصب جلوگیری شود و نمونه

و اطمینان    (overfitting)بیش برازش  به منظور جلوگیری از تکرار داده و    درصد برای آموزش استفاده شدند.  70یعنی    بقیه گرفته شدند و  

( k-fold cross-validation)  تاییk   اعتبارسنجی متقابل هایهای آزمون و آموزش مستقل از هم هستند، استفاده از روش که داده از این 
 ارزیابی  روش   ازبینی  گیری از بیش برازش و تمایل به کلا  خاصی برای پیشها برای جلوبا توجه به نامتعادل بودن داده .  دشفاده  است

باشد که در  می  10برابر با    Kکه در آن    استفاده شده  شود،می  تقسیم زیرنمونه   10  به   تصادفی  اصلی به صورت  نمونه   آن که در    Kمتقاطع  
ها برای آموزش و سایر زیر مجموعه آزمون  ها برای  شوند برای هر بخش یکی از زیر مجموعه زیر مجموعه تقسیم می  10ها به  آن داده 

شود شود و دقت آن ثبت میهای آزمون ارزیابی میشود و بر روی داده های آموزشی، آموزش داده می شوند مدل بر روی داده استفاده می 
های آزمایشی و باردیگر به بار به عنوان داده ها یکشود به این ترتیب هرکدام از زیر مجموعه زیر مجموعه تکرار می  Kاین کار برای هر  

  به منظور   زیرنمونه  یک  و  های آموزشیداده   برای  هاآن  تای  9  زیرنمونه   10هایی که از  شود و در هربار دقتعنوان داده آموزشی استفاده می
نتایج   به عنوان   اجرا  بار  10  از  حاصل  نتایج  میانگین .  شودتکرار می  بار  10  متقاطع،  ارزیابی  فرآیند  همچنین.  شوداستفاده می  مدل   آزمایش

تعداد   nو  باشد  می  هاویژگی  تعداد  معرف  m  هباشد کمی  n×1  ماتریسی  yو    𝑚 × 𝑛ماتریسی    Xگیرد.  می   قرار  استفاده  مورد  نهایی
این فرآیند همچنین  برود.    بالا   مدل  که دقت  شودمی  موجب  ارزیابی متقاطع  دهد.می  را نشان  داده  مجموعه  هر  در  سالم(  ،)بیمار هادسته
رازش تبیش ب جر به کاهشتتواند منگیرند، و میون قرار میتوزش و آزمتلیات آمتل در عمتا به طور کامتهدهد که همه دادهینان میتاطم
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(overfitting  )روش  ز  اهای نامتوازن  به منظور مدیریت داده   علاوه بر این،.  شودClass Weighting  روش وزن این  در  .  استفاده شد
بیشتری به کلا  اقلیت )افراد غیرکبدی( اختصاص داده شد تا مدل در فرآیند یادگیری به این کلا  توجه بیشتری داشته باشد. برای این  

کلا   وزن  بهمنظور،  آنها  فراوانی  به  نسبت  معکو   با صورت  برابر  غیرکبدی(  )افراد  اقلیت  کلا   وزن  شد:  تنظیم  ها 

( \frac{n_{\text{total}}}{n_{\text{non-liver}}}  با برابر  کبدی(  )بیماران  اکثریت  کلا   وزن  و   )

( \frac{n_{\text{total}}}{n_{\text{liver}}}  ( آن  در  که  شد،  محاسبه   )n_{\text{total}} نمونه کل  تعداد  ها ( 
و افراد غیرکبدی (  416های بیماران کبدی )ترتیب تعداد نمونه( به n_{\text{non-liver}}( و )    n_{\text{liver}}و )(  583)
سازی افزایش یابد. آزمایش با همان تنظیمات ها در تابع هزینه مدل اعمال شدند تا تنثیر کلا  اقلیت در فرآیند بهینه هستند. این وزن(  167)

10-fold cross-validation    نتایج قابل  10و بابار تکرار انجام شد تا  با روش  مدل اصلی باشند  مقایسه  نتایج آزمایش تکمیلی   .
class weighting  که نشان داد که این روش به بهبود عملکرد مدل در شناسایی کلا  اقلیت )افراد غیرکبدی( کمک کرد، درحالی

-k-fold crossروش    با    class weightingدقت کلی مدل همچنان در سط  بالایی باقی ماند. مقایسه نتایج این آزمایش با مدل  

validation    رفته ها انجام شد. مقادیر ازدستها، اقداماتی برای بهبود کیفیت داده پردازش داده در مرحله پیش  آورده خواهد شد.   4در جدول
 برای   0  و مرد برای 1 به مقادیر عددی (زنو  مرد  )  با مقادیر غیرعددی گیری حسابی جایگزین شدند و ستون جنسیت با استفاده از میانگین 

ای گونهها را به استفاده شد که داده   StandardScaler   ها، از روش سازی مقیا  ویژگیها و یکسان سازی دادهتبدیل شد. برای نرمال  زن
های یادگیری ماشین، این فرآیند به بهبود عملکرد مدل (.  3تا    1های  ها یک شود )فرمول ها صفر و واریانس آنتبدیل کرد که میانگین آن 

 تیجنس،  ماریسن ب  . متغیرهای موجود در مجموعه داده شاملهای متفاوت، کمک کردهایی با توزیع تقریباً نرمال و مقیا  ویژه در داده به
 نسبت،  نیآلبوم،  هانیپروتم  کل،  نوترانسفرازیآم  آسپارتات،  نوترانسفرازیآم  نیآلام،  فسفوتاز  نیآلکال،  میمستق  نیروب  یلیب،  نیروب  یلیب  کل،  ماریب

 آورده شده است.  1باشد که در جدول می نیو گلوبول نیآلبوم

 مجموعه داده استفاده شده در مدل :1جدول 

 توضیحات    ویژگی                                     ردیف 

1 Age                                           سن بیمار 
2 Gende                                         جنسیت بیمار 
3 TB (Total bilirubin)   کل بیلی روبین 
4 DB(Directbilirubin)   بیلی روبین مستقیم 
5 Alkaline Phosphatase  آلکالین فسفوتاز 
6 ALT(AlanineAminotransferas)   آلامین آمینوترانسفراز 
7 AST(AspartateAminotransferase)   آسپارتات آمینوترانسفراز 
8 TP (Total Proteins) ها کل پروتمین 
9 ALB(Albumin)  آلبومین 
10 A/G Ratio (Albumin/Globulin Ratio)  نسبت آلبومین و گلوبولین 

11 Labele     ( برچسب شده توسط کارشناسان )ها به دو مجموعه گر مورد استفاده برای تقسیم دادهفیلد انتخاب 

های شدند. به منظور بالا بردن کارایی مدل، وزن  FFN  (Network Feedforward Neural)   ها وارد شبکه عصبی پیشخورپیش داده 
 نیا  عملکردبهینه شد.    RSA(  Reptile Search Algorithmشبکه عصبی با استفاده از الگوریتم فرا ابتکاری جستجوی خزندگان )

در  (FFN+RSA)  برای ارزیابی جامع عملکرد مدل پیشنهادیی ارزیابی شد.  ادآور ی  دقت،  ،صحت  مانند  مختلف  با معیارهای  کیتکن
( Area Under Curve) و مقدار ROC (Receiver Operating Characteristic)بندی بیماران کبدی و غیرکبدی، از منحنیطبقه

AUC  استفاده شد. منحنی ROC  نرخ مثبت صحی (TPR) یا Recall را در مقابل نرخ مثبت کارب (FPR) های مختلف در آستانه
های مثبت )بیمار( و منفی )سالم( است، که مقادیر نزدیک معیاری از توانایی مدل در تمایز بین کلا   AUC. دهدگیری نشان میتصمیم
 های آزمونو داده (  Sigmoid) های احتمالی لایه خروجیدهنده عملکرد قوی مدل هستند. این معیارها با استفاده از خروجینشان  1به  

همچنین نتایج مدل با کارهای پیشین مقایسه    .برازش و نشت داده جلوگیری شودمحاسبه شدند تا از بیش  ILPD از مجموعه داده 30%
 آورده شده است. 1شد. بلاک دیاگرام مدل پیشنهادی در شکل 
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 : بلاک دیاگرام مدل پیشنهادی1شکل 

 مدل پیشنهادیطراحی و معماری 

ها تبدیل به دانش خواهند بعد از پیش پرازش دادهباشد  یپردازش داده م  شیپکار با دیتا مرحله   مراحل برای جستجو و  نیتریاز اصل  یکی
راه یافتن  و  مسائل  حل  برای  که  دانشی  آنشد.  برای  میحلی  مفید  باها  داده   شیپ  باشد.  داده پردازش  شدن  مشخص  و   پرت  یهاها 

(Outliers)  ،از دست رفته  یهاداده  (Missing Data)،  هاز ینوهای  داده  (Noisy Data)   الگویو... م  را   هادادهاز    یدار معنا  یتوان 
 ها در راستای حل مسائل بهره برد. این الگو  کشف کرد و از

 هادادهمراحل پیش پردازش 

 جایگزینی مقادیر از دست رفته-1

های سنجش بیماری دارای مقادیر از دست رفته هستند برای پرکردن فیلدهای  شود که برخی از المانبا بررسی در مجموعه داده مشاهده می
مقادیر به دست آمده در جدول   استفاده شد و  (Arithmetic mean) حسابی    گیریخالی یا همان مقادیر از دست رفته  از روش میانگین

 . جایگزین شدند
 جایگزینی مقادیر غیر عدد با مقادیر عدد -2

برای رسیدن به   باشدباشد که دارای مقادیر غیر عددی میمی  (gender)  در میان مجموعه داده موجود فقط ستون مربوط به جنسیت    
جای مقدار ه عدد صفر و ب  Femaleجای مقدار  ه نتایج بهتر مقادیر ستون جنسیت نیز عددی شد. برای عددی کردن مقادیر این ستون ب

Male  قرار گرفت 1عدد. 

ها زمانی که داده   ستا  هاهای متداول در پیش پردازش دادهیکی از روش     .شداستفاده    standard scaler   ها ازسازی دادهبرای نرمال 
با توجه به   باشدبسیار مفید  تواند  میهای بسیار متفاوتی باشند  یا  قها دارای مهای مختلف دادهنرمالی باشند و ویژگی  دارای توزیع تقریباً

ای ها به گونه این روش برای مقیا  داده    .ها در مدل پیشنهادی از این روش استفاده شدها و مقیا  متفاوت و توزیع نرمال آن ماهیت داده
ها شوند که مقادیر آنتبدیل  می  ایها به گونه ها یک شود با استفاده از این روش دادهها صفر و واریانس آنشود که میانگین آناستفاده می

تر بهتر و پایدار  (Machin learning)  یادگیری ماشین  های مختلفکند که مدلقرار بگیرد این کمک می  -]3,3[در یک بازه استاندارد  
   .آموزش داده شوند

𝑍 = 𝑋 −
𝑌

𝜎
                                                                                                                                                                            (1)  

  𝜎2 = 𝛴𝑖1
     (𝑥𝑖 − 𝑦)2

𝑛 − 1
                                                                                                                                                         (2) 

  =√σ2                                                                                                                                                                                (3)     σ   

  zهنرمال شد  رنشان دهنده مقدا، x  نشان دهنده مقدار اصلی  ،y   2  ها ومقدار میانگین داده^σ  2از فرمول    معیار است که  معرف انحراف  
 [.20] آیدبه دست میجذر واریانس از   3طبق فرمول و نشان دهنده واریانس است  σشود و محاسبه می

  FFNشبکه عصبی پیشخور

پیش پردازش 

 داده ها 

 FFNشبکه عصبی پیشخور

 بهینه سازی پارامترهای 

FFN  الگوریتم فراابتکاری   با
RSA 

ارزیابی مدل   
 مجموعه داده
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 مرکز تحقیقات انفورماتیک پزشکی، دانشگاه علوم پزشکی کرمان 

 

یک شبکه عصبی عمیق    است شبکه عصبی عمیق  یادگیری عمیق، مبحث و  یادگیری ماشین ترین و جدیدترین مباحث درکی از مهمی 
های ورودی  عمیق شامل لایه  عصبیشبکه  است.   (Neuron)  هاهای عصبی مصنوعی است که شامل چندین لایه از نوروننون از شبکه

های و بررسی داده  ها و الگوهاوزنها به طور خاص برای یادگیری این شبکه باشدها میو خروجی به همراه چندین لایه مخفی در بین آن
 .شودعصبی است که به آن پرسپترون چندلایه هم گفته می  نوعی شبکه شبکه عصبی پیشخور  شود.میپیچیده و ساختارهای عمیق استفاده  

 عصبی پیشخور لایه   دهند. یک شبکهعصبی پیشخور را تشکیل می   لایه پرسپترون که به هم متصل هستند یک شبکه ندرواقع چندی
است.   ها از چندین پرسپترون یا نورون تشکیل شدهخروجی دارد که به هم متصل هستند. این لایه های میانی یا نهان و لایهورودی، لایه

 عصبی را پرسپترون تشکیل  عبارت دیگر بلاک اصلی برای ساخت یک شبکهبه  .عصبی است  ترین واحد یک شبکهپرسپترون کوچک

بنده باینری عنوان یک طبقهاست که به (Single Layer Neural Network)  لایهعصبی تک  دهد. درواقع پرسپترون یک شبکهمی
سمت خروجی حرکت  این شبکه از ورودی بهاطلاعات در طول    .کند. یک پرسپترون شبکه عصبی است که فقط یک نورون داردکار می
ای وجود ندارد که  اختیارمان قرار دهد. در این شبکه حلقه   نهایت خروجی مدنظر را در  کند تا درهای مختلفی عبور میکند و از لایهمی

ورودی، یک یا چند لایه    از یک لایه کلی یک شبکه عصبی پیشخوربه طور  دعنوان ورودی به خود شبکه بازگردخروجی شبکه دوباره به 
بعدی متصل هستند   های لایهها به نورونها چندین نورون دارند. این نورونن لایه تشکیل شده است. هر یک از ای   خروجی  نهان و یک لایه 

. بینی نهایی را به ما اعلام کند نهایت نورون موجود در لایه خروجی پیش  شود تا دربعد وارد می  های لایهو خروجی هر نورون به نورون
های در مدل پیشنهادی با توجه به مجموعه داده   ؛[21] شودبندی باینری از شبکه عصبی پیشخور استفاده میبرای حل یک مسمله کلاسه

نتایج مطلوبی جهت    باشد از این شبکه عصبی عمیق استفاده شد وافراد سالم می  بیمار کبدی و  تشخیص افراد  ،که هدف  این  موجود و
 .تشخیص به دست آمد

    RSA  الگوریتم جستجوی خزندگان

اسا  مفاهیم   شوند و بربرانگیز استفاده می سازی پیچیده و چالشهایی هستند که برای حل مسائل بهینههایی فراابتکاری الگوریتمالگوریتم
الهام الگوریتمشده  یندهای اجتماعی و مفاهیم ریاضی و آماری طراحیآهای مختلف مانند طبیعت، فرهایی از حوزهبخشیو  های فرا  اند. 

کنند و بهبود تدریجی را در فضای جستجوی مسمله ایجاد  صورت تکاملی عمل میسازی پیچیده معمولًا بهابتکاری برای حل مسائل بهینه 
پذیری در مسائل پیچیده، قابلیت کاربرد در فضاهای جستجوی  توان به انعطافهای فرا ابتکاری میازجمله مزایای مهم الگوریتم  کنندمی

چارچوبی جهت  هدف این مطالعه ارائهبزرگ، قابلیت مقاومت در برابر شرایط نامطلوب محیطی و قابلیت تطبیق با مسائل جدید اشاره کرد. 
از این رو از   است.های فراابتکاری  الگوریتمهای یادگیری عمیق و  های ترکیب روش مزیتبراسا   کبدی با دقت بالا  بینی بیماری  پیش

 مطرح شده است   2022بوده که در سال    یفراابتکار   یهاتمیالگورء  جز   تمیالگور  نیاالگوریتم فراابتکاری جستجوی خزندگان استفاده شد.  

 بهالعاده عمل کند و فوق جهانیبرداشت تواند در فضایی با قابلیت می خودبه دلیل ساختار اجتماعی و مکانیزم جستجوی  RSA[؛ 22،23]
های پیچیده و پر نویز به تواند در محیطمی  خود این الگوریتم  های  استفاده از استراتژی ن  یهمچن  د.فرار کنمحلی  راحتی از نقاط بهینه  
جوی خزندگان تجسالگوریتم    .ها را افزایش دهدسازی وزنهای یادگیری ماشین و بهینه به این ترتیب قابلیت تعمیم مدل.  خوبی عمل کند

. تری دست یابدسازی کند و با استفاده از تعاملات میان خزندگان، به جستجوی دقیقهمزمان بهینه   های شبکه را به صورتتواند وزنمی
معیارهای    های یادگیری عمیق باعث بهبود درتوانند با بهینه کردن شبکههای فراابتکاری در این است که میاستفاده از الگوریتمحسن  
یتم جستجوی خزندگان برای این تحقق مورد توجه  رالگو،  سازیا توجه به این نکات و جدید بودن الگوریتم در حوزه بهینهببینی شوند.  پیش

 در فازهای مختلف به صورت کامل شرح داده شده است.   RSA هایاستراتژی .قرار گرفت

 ی تصادف  یمجموعه ا جادیخزندگان با ا یجستجو  تمیالگور .الهام گرفته شده است لیشکار کروکود از نحوه رفتار محاصره و تمیالگور نیا
 شود.یشرون م هیحل اول یهانه یاز گز

𝑿IJ = RAND × (UB − LB) + LB           K = 1,2, … . . N                                                                      (4) 

 س یماتر  یها ابعاد )ستون  n( وهیاول   سیماتر  هافی)رد  تی نشان دهنده اندازه جمع  . . . .Nj = 1,2    ه،یاول  سیماتر IKX  که در آن
کار تش پروسه  .دهندیشده را نشان م دیتول یتصادف ریمحدود و مقاد حدکران، بالا  نییحد پا rand و  LB ،UB دهدی( را نشان مهیاول
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تکرار به چهار قسمت   ندیآکل فر  RSA  تمیالگور  در.  باشدی)استخراج( م  )اکتشاف( و شکار  محاصره  یرفتارها  ندیها شامل دو فرآلیکروکود
 .شودیم لیتبد

  (Exploration Phase)  اکتشاففاز

 ی افراز کردن کل فضا   شانتی از فعال  ها  لیبه طعمه را ندارد هدف کروکود  شدن  کیاجازه نزد  لیمحاصره کروکود  ایدر فاز اکتشاف   
شود  یم  ستاده یا ا ی یبه صورت شکم یرو اده یاکتشاف شامل پ ا ی. فاز محاصره است (GLOBAL) سراسری یجستجو نیتضم ا یجستجو 
  ند یاز فرآ  %50کند.    دایبار تلاش پ  نیمتراکم را بعد از چند  ینواح  تواندیم  عملاً  فاز  نیا  یعنی .  باشدمی  یسراسر   یکننده جستجو  نیکه تضم
اختصاص   یشکم یرواده یتکرار دوم به پ %25و  ستادهیا یرواده یتکرار به پ یابتدا %25تکرار مربوط خواهد شد به فاز اکتشاف که  ییابتدا
 . افتیخواهد 

𝑋(t + 1) = BESTK(t)(−µ(t)) × β − (R(t) × RAND)                            𝑡 ≤
𝑇

4
                                      (3) 

𝑋(𝑡 + 1) = 𝐵𝐸𝑆𝑇𝐾(𝑡) × 𝑋(𝑅1, 𝐾) × 𝐸𝑆(𝑡) × 𝑅𝐴𝑁𝐷                    𝑡 ≤
2𝑇

4
𝐴𝑁𝐷𝑇˃

𝑇

4
                        (4)  

و    یعدد تکرار فعل t ،یعدد تصادف نشان دهنده rand   ام است  k  تیبه دست آمده در موقع  نهیحل بهراه   BESTK(t)آن    که در
 و ازاست    k  گاهیام در جا j مقدار عملگر شکار جواب µ (J, K) شود.ینشان داده م  Tبا    تکرارها.  دهدیحداکثر تعداد را نشان م

 شود.محاسبه می 5 معادله
µ(𝑗, 𝑘) = 𝑏𝑒𝑠𝑡𝑘(𝑡) × 𝑝(𝑗, 𝑘)                                                                                                                         (5)                   

که هدف آن کاهش  R(J,K) به نام  یگر تابع ید  یک یدهد.  یم    یاست و دقت اکتشاف را توض  تیپارامتر حساس  کی b که در آن
 .شودمحاسبه می 6  معادلهطبق جستجو است،  یفضا

𝑟(𝑗, 𝑘) = 𝑏𝑒𝑠𝑡𝑘(𝑡) −
𝑝(𝑟2, 𝑘)

𝑏𝑒𝑠𝑡𝑘(𝑡) + 𝜀
                                                                                                       (6) 

 z(r1,l) نامزد  یهاکل راه حل  تعداد  نشان دهنده است N جانی قرار دارد. در ا N و  1  نیاست که ب  یمقدار عدد تصادف  r1 که در آن

  نشان  e   که  یاست، در حال  N و  1  نی( بیعدد دلخواه )تصادف  کی  زین r2   حلراه  دهدیرا نشان م k یبرا  یتصادف   تیموقع  کی
توان به یرا م یبر احتمال حس تکامل یمبتن نسبت شود،یشناخته م یحس تکاملیک که به عنوان   .ES(t) است  یدهنده مقدار کم 

 .نشان داد یاضیصورت ر

                                             𝐸𝑠(𝑡) = 2 × 𝑟3 × (1 −
1

𝑇
)                                                                                                                    (7) 

 .محاسبه کرد 8طبق معادله توان یرا م P (J, K)دهد. ی را نشان م یعدد تصادف کی r3که در آن 

𝑝(𝑗, 𝑘) = 𝛼 + 𝑥(𝑗, 𝑘) −
𝑚(𝑥𝑗)

𝑏𝑒𝑠𝑡𝑘(𝑡) × (𝑢𝑏(𝑘) − 𝑙𝑏(𝑘)) + 𝜖 
                                                              (8) 

طبق توان  ی م  کهاست   ام  jحل    محل   ن یانگیم  m(X,J) .کندیاست که دقت اکتشاف را کنترل م  تیحد حساس  ک ی  aکه در آن  

 .محاسبه کرد 9معادله 

𝑚(𝑥𝑗) =
1

𝑛 ∑ 𝑥(𝑗, 𝑘)𝑛
𝑘=1

                                                                                                                               (9) 

 (Exploitation Phase) شکار  ای فاز استخراج 
  مرحله.  ستا  (LOCAL)  محلی یجستجو  نیتضم  ایشدن به شکار    کیشکار نزد  یو هماهنگ   یهمکار   کردیفار استخراج هدف از رو  در 

ستجو  تج  یعبور از فضا یها برایاستراتژ نیا یهر دو یو همکار  یشکار هماهنگ  یعنیمانند مرحله محاصره دو راهبرد دارد،  زیشکار ن
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سوم ،  %25  شکار  یشکار و همکار  یهماهنگ  یاستراتژ  شود.یم  می مرحله شکار هم بر اسا  تکرار به دو قسمت تقس  شوندیاستفاده م
 شود. یمحاسبه م 10معادله  شود که طبقیشکار م یهماهنگ ندیشکار مربوط به فرآ

𝑥(𝑗, 𝑘)(𝑡 + 1) = 𝑏𝑒𝑠𝑡𝑘(𝑡) × 𝑝(𝑗, 𝑘(𝑡)) × 𝑟𝑎𝑛𝑑    𝑡 ≤ 3
𝑇

4
 𝑎𝑛𝑑 𝑡 > 2 𝑇/4                                    (10) 

 باشد. می 11معادله که محاسبه آن همانند  مربوط خواهد شد به نحوه همکاری برای شکار یبرداربهره  مرحله %25و 

𝑥(𝑗, 𝑘)(𝑡 + 1) = 𝑏𝑒𝑠𝑡𝑘(𝑡) − 𝜇(𝑗, 𝑘)(𝑡) × 𝜀 − 𝑟(𝑗, 𝑘)(𝑡) × 𝑟𝑎𝑛𝑑   𝑡 ≤ 𝑇 𝑎𝑛𝑑𝑡˃3
𝑇

4
                           (11) 

عملگر شکار را     µ(J,K)است. به طور مشابه،     یراه حل به دست آمده در تکرار جار  نیدر بهتر k تیموقع BESTK(t) که در آن
تواند یکه م است  یقدرتمند  یجستجو  یها روش   افتنی  RSA  تمیپشت الگور  یاصل  زه یانگ  شودی محاسبه م  5دهد که با معادله  ی نشان م
   [. 22،23] بینی ارائه دهددار و بهبود عملکرد پیش های معنابرای استخراج الگو بهتر تیفیبا ک ییهاحلراه

ی این شبکه عصبی معمار است.  پنهان  هیشامل سه لا این شبکه عصبی . استفاده شد این پژوهش از یک شبکه عصبی عمیق پیشخور در 
است.   دیگموئیس  یساز تابع فعال  یمتراکم دارا  هیلا  نیو آخر  خطی  یساز تابع فعال  یمتراکم اول دارا  هی سه لا   دارد.  کلیمتراکم    هیچهار لا 
  مؤثر   پارامترهای کند.یرا فراهم م  یورود   یهااز داده   دهیچیپ  یهاشی الگوها و نما  یریادگیدر    یریپذانتخاب شده امکان انعطاف  یمعمار 
 ( Grid Searchجوی شبکه ای )  جست و برای انتخاب هایپرپارامترها، از.  است  آمده  2  جدول  در  عصبی  شبکه  و    RSA  الگوریتم  در

استفاده   [؛  20،50،100]   MaxIter     ؛Dropout   [5/0  ،3/0  ،2/0  ،1/0]  [؛4،8،16،32]  هاتعداد نورون  مانند های ممکنبر روی دامنه
کمینه انتخاب،  معیار  بیشینه MSE سازی خطایشد.  داده و  در  دقت  با  سازی  فرآیند  این  بود.  اعتبارسنجی  -fold cross-10های 

validation انجام شد تا از overfitting جلوگیری شود. 

 و شبکه عصبی در مدل پیشنهادی RSAپارامترهای الگوریتم  هایپر: 2 جدول

 هاهایپر پارامتر  مقدار                                                                       شرح

 های پنهان  تعداد لایه                                                                  3                                        (FFN)صبی پیشخوردر شبکه عی پنهان  تعداد لایه ها  

 ها در لایه پنهان یک تعداد نرون  ReLU                                16 سازی های ابتدایی با تابع فعالبرای استخراج ویژگی

 ها در لایه پنهان دو تعداد نرون  ReLU                                     8 سازی ها با تابع فعالتر ویژگیبرای تحلیل عمیق 

 ها در لایه  پنهان سه تعداد نرون  ReLU                                6 سازی های پیچیده با تابع فعالبرای استخراج ویژگی

 ها در لایه خروجیتعداد نرون  Sigmoid                         1 سازی بندی باینری )بیمار/سالم( با تابع فعالبرای طبقه

 ساز لایه های پنهان  توابع فعال  (Rectified Linear Unit)                 های پیچیدهبرای یادگیری غیرخطی و استخراج ویژگی

 ساز لایه خروجیتابع فعال ( Sigmoidسیگموئید )                                            (1یا  0برای تولید خروجی باینری )

 نرخ یادگیری   RSA شده توسطتنظیم              MSEسازی برای کمینه RSA سازی پویا با الگوریتمبهینه

 های پنهان برای جلوگیری از  اعمال در لایه
 3/0 (0/ 5تا  2/0 )شده:آزمایش محدوده                                           (Overfitting) برازشبیش

 Dropout نرخ

 ( EPOCHSهای آموزشی )تعداد دوره 50                                                       تعداد تکرارهای آموزش شبکه عصبی

 سازی  الگوریتم بهینه RSA (Reptile Search Algorithm)                 های شبکه عصبیها و بایا سازی وزن برای بهینه

 RSAتعداد تکرار RSA                                                            50  (MAXITER)برای همگرایی الگوریتم  

 RSA                              20در برای تعادل بین جست و جوی محلی و جهانی 
 ها ها و لایهشده بر اسا  تعداد نورون محاسبهوزن ها و بایا   های شبکه عصبی                                 

 We1, We2, We3, bi1, bi2, bi3                               برای هر لایه  RSA شده توسطبهینه
 TEY TEX,داده های آموزشی و برچسب ها)بیمار /سالم(                                             
 MSE                                                      ارزیابی عملکرد شبکه بعد از هر آموزش 

 50تا رسیدن به همگرایی یا تکرار         توقف آموزش درصورت عدم بهبود عملکرد شبکه در مرحله آموزش    

 (SearchAgents)تعداد عامل های جست و جو

  DIMتعداد پارامترهای مسمله 
 وزن ها وبایا  ها 

 پارامترهای ورودی شبکه 
 معیار خطا 
 شرط خاتمه 
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 و عاشوری   جلالیان                                                                بینی بیماری کبدی به وسیله یادگیری عمیقپیش   

مربوط به   یهایژگیاست که و  یورود  یهاشامل داده   هیلا   نیا  یورود  هیلا  آورده شده است  2  های مدل پیشنهادی در شکللایه  ساختار
 یی ابتدا  یها یژگیاستخراج و  یبرا ReLU یساز نورون با تابع فعال  16  یدارا  1لایه پنهان  :  پنهان  یها هیلا   .کندیم  افتیرا در  مارانیب

نورون و با تابع   6  یدارا  3و لایه پنهان    ترقی عم  لیو تحل  هیتجز  یبرا ReLU یسازبا تابع فعال  نینورون و همچن  8  یدارا 2لایه پنهان  
و استخراج   ییشناسا  یبرا  یطور کلبه  هاهیلا   نیای  ژگیاستخراج و  یهاهیلا   کندیم  یرا بررس   تردهیچیپ  یها یژگیکه و ReLU یساز فعال
استخراج   یهاه یعنوان لا   ه( بHidden Layers)  پنهان  یهاهیمورد، از لا   نی. در اشوندی استفاده م  یورود  یهامهم از داده   یهایژگیو
استفاده   یینها  ینیبشیپ  دیتول  یبرا Sigmoid یسازنورون دارد و از تابع فعال  1تنها    هیلا   نیا یخروج   هیلا   .استفاده شده است  یژگیو
از لایه ،  آوردی( را فراهم میماریعدم وجود ب  ای)مثلاً وجود    ینریبا  جهینت  کیکه تنها    یکبد  یمار یب  ینیبشیمانند پ  یکه در موارد  کند،یم

 .بینی نهایی استفاده شدبندی پیشخروجی جهت طبقه

 

 شبکه عصبی عمیق مدل پیشنهادی  ساختار: 2 شکل

  با   یاز یک شبکه عصب  ،یشبکه عصب  یها وزن  آموزش برای  است.    ی نیبشیپ  یبرا   تقریبی  یبندطبقه  ی ها از روش   ییک  یشبکه عصب   
شبکه   یهاآموزش وزن  فرآیند  شدشبکه موردنظر استفاده    یلایه برا  هر   درنورون    و  یلایه پنهان  یتعداد ثابت  ییعن  ن،یمشخص و مع  ساختار

تبدیل به یک   یعصب   ساختار شبکه  یروزرسان   به.  بود  شبکه  یآموزش همان ساختار برا  یو تا انتها  شده  آغاز  ی مشخصبا همان معمار 
  ی در فضا  یسراسر  نهینقاط به  یافتنی  و جدید برا  ی، یک روش هوش جمع جستجوی خزندگان  الگوریتم  ی. از جهتشودیم  نهیمسمله به

  ی برا  یشنهادیدر روش پ  کردن ساختار بهینه در شبکه عصبی استفاده کرد.  برای پیدا  RSAتوان از الگوریتم  می  بنابراین  ؛جستجو است
بالا بردن دقت و صحت    یدر آن برا  که   است  استفاده شده RSA و الگوریتم    یعصب  از شبکه  یبیستم ترکی، یک سبیماران کبدی  ینیبشیپ
 است،   رسیده  قبولی  دقت قابل   به  که  را  شده بهینه  هایوزن  RSA  الگوریتم  ابتدا  ،یمم محلینیدام افتادن الگوریتم در م  به  و فرار از  ستمیس
  به   ،یشرون شبکه عصب  نقطه  تمرکز بر این است که  یشنهادیدیگر، در روش پ  عبارت  به  کند.می  منتقلپیشخور    آموزشی  الگوریتم  به  را
 آوردن   دست  به  از  اولیه، پس  مراحل  در  ،FNN  و  RSA  ترکیبی  الگوریتم  های محلی گیر نکند. درمینیمم  که در  شودانتخاب    یاگونه 
 تکرار   تعداد  یک  از   پس.  شوندمی  پیدا  این الگوریتم  توسط  نیز   عصبی  شبکه  هایوزن  ،RSA  توسط الگوریتم  عصبی  شبکه  ساختار  بهترین 
 این به  .شودسوییچ می  FNN الگوریتم به RSA الگوریتم از الگوریتم یادگیری شده، تعیین پیش از دقت یک به رسیدن پس از یا معین

 دقت  به  کم  تکرارهای  طی  شود وشرون می   سراسری  بهینه  نقطه  نزدیکی  در  و  خوب  شرایط اولیه  یک  با  خطا  انتشار پس  الگوریتم  ترتیب
 بهینه  RSA  الگوریتم  توسط  نیز  آن  ساختار  شبکه عصبی،  هایوزن  کردن  بهینه  بر  علاوه  پیشنهادی،  مدل  بنابراین در  ؛رسد می  بالایی

. دهد می  انجام  را  شبکه عصبی  ساختار  سازیبهینه   فرآیند  که  ،وجود دارد  سیستم پیشنهادی  بدنه  در  RSA  الگوریتم  یک  واقع  در.  شودمی
همچنین به طور   .دهدمی  را انجام  عصبی   شبکه  هایوزن  سازیبهینه فرآیند   که  وجود دارد  این بدنه  داخل  در  هاکروکودیل  از  جمعیت  یک

الگوریتم   زمان این دو روش به طور هم   .شدهای شبکه عصبی استفاده  سازی وزنبرای بهینه   Dropout و تکنیک  RSAهمزمان از 
با   Dropoutدر حالی که شبکه عصبی تحت آموزش است،  به این صورت    پذیری مدل کمک کنند.  به بهبود کارایی و تعمیم  ندتوانست

شود که مدل به یادگیری کند. این کار باعث میکمک می Overfitting ها در هر دوره به جلوگیری ازغیرفعال کردن تصادفی نورون
  های در لایه Dropout از  .ها جلوگیری کندای بپردازد و از یادگیری وابسته به یک مجموعه خاص از ویژگیهای مشترک و محاورهویژگی
 ها و جهت کنترلبا توجه به داده .  جلوگیری شود Overfitting تا از  شدپیکربندی  (  5/0تا    2/0) با مقدارDropout و    شداستفاده  پنهان  

overfitting لایه با حذف توانمی  Fully connected  شودها پیچیدگی کنترل رونوکمتر ن دهای پنهان و تعداو  با استفاده از لایه  
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 از الگوریتم فراهمچنین    .تواند باعث سادگی مدل و تسهیل در آموزش شوداستفاده از لایه پنهان می.  یافتو به عملکرد بهتری دست  
بعد از   .نمودها را پیدا  سازی به تدریج بهترین وزن. این الگوریتم طی چند دور بهینهشدهای شبکه استفاده  سازی وزنابتکاری برای بهینه 
های اعتبارسنجی به صورت مرتب سازی با الگوریتم فراابتکاری، عملکرد مدل روی مجموعه دادهبهینه    و   Dropout   آموزش با استفاده از

 . ندشدو الگوریتم فراابتکاری به طور تجربی تنظیم  Dropout پارامترهای .شدارزیابی 
درصد آن به منظور آموزش   70و  آزمونبه منظور    هادادهدرصد    30و آموزش تبدیل شد که    آزمونمجموعه داده به دو قسمت مجموعه    

 به عنوان   های جدیدیداده   اگر .  نبیند  آموزش   خاص  هایداده   یکسری  با   عصبی فقط  شبکه   که  است  این  هاداده   تقسیم   علت.  استفاده شد
  RSA  بهینه ساز  الگوریتم  سپس .عملکرد قابل قبولی داشته باشد  f1امتیاز    وصحت      ،طبق معیارهای ارزیابی دقت  شود  داده   آن  به  ورودی

 RSA  ورودی الگوریتم  به  هارونون   تعداد  و  آموزشی  هایداده.  کندمی  را بهینه  عصبی  شبکه  هایوزن  مرحله  هر  درو    شود،می  فراخوانی

 ی شبکه عصب  بهمراحل    نیا  شودمی  محاسبه  عصبیشبکه  خطای   و  هابایا    ،هاوزن  ،RSA  الگوریتم  هدف  تابعبه وسیله    .شودمی   داده
بار تکرار   50مرحله آموزش در صورتی که پس از    در  برسد.  ینیبشیدر پ   یمختلف، به دقت بالاتر  یتا به مرور و با تکرارها  کندیکمک م
  نشان داده شده است   3در شکل    RSA  الگوریتم  توسط  عصبی  شبکه  آموزش   مراحل  آموزش متوقف خواهد شد.  خطا بهبود نیافت  بهبود
 باشد. می بینیپیش برای عصبی شبکه آموزش  نمایانگر مراحل شکل این

 

 آموزش شبکه عصبی در مدل پیشنهادی : 3 شکل

  MSE مربعات  نیانگیم  یها و الگوریتم آموزشها، بایا  کردن وزن  مشخص  و  یبعد از ایجاد ساختار شبکه عصب  ،یشنهادیمدل پ  در  

و    کندیکم م  یشبکه عصب  یاز خروج   را  آموزش  . این تابع مقدار موردنظرشودیهزینه محاسبه م  خطا  انتشار خطا به کمک تابع  پس
 . شود صفرMSE  تابع ی بهترین حالت این است که خروج 

𝑀𝑆𝐸 =
1

𝑁
 𝛴(𝑌𝐼 − 𝑌𝐼ʹ)                                                                                                                                          (12) 

مدل    در  عصبی  شبکه  آموزش   مرحله  انجام  از  پس  .باشدهای تخمین زده شده میدادهʹYI   ،واقعی  یهاداده  YI  ،هاتعداد داده   Nکه در آن   
  مرحله  انجام  نحوه .  شودپیشنهادی می   مدل   در   عصبی  شبکه   عملکرد  سنجش  پیشنهادی جهت  مدل   آزمایش  و  آزمون   مرحله   وارد  پیشنهادی،
 دست   به  آموزش   از مدل  پارامتر  یکسری  پیشنهادی،  مدل  آموزش   انجام  از  پس  .است  شده  داده  نشان  4  شکل  در  عصبی  شبکه  آزمون

 xپارامتر    𝑤𝑒1,𝑤𝑒2,we3, 𝑏𝑖1,𝑏𝑖2,bi3  پارامترهای  بر  شود علاوهمی  استفاده  هاآن  از  آزمون  مرحله   در  ورودی  به عنوان. آیدمی
  .دهد قرار بینیپیش  مورد آزمایش  پارامترهای بهینه شده با عصبی شبکه باید اکنون که دارد وجود نیز آزمون برای 
 

 

  شبکه عصبی در مدل پیشنهادی   آزمایش :4شکل 
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تعلق به    اگر    .شده است  داده   نشان  3  جدول  در  ریختگیدرهم  ماتریس  به کمک  ارزیابی،  معیارهای  از  استفاده   با  پیشنهادی  مدل  کارایی  
. هر نمونه یا فردی گرفته شوددر نظر   (Negative)  و عدم تعلق به این دسته را منفی بودن  (Positive)  دسته افراد بیمار را مثبت بودن 

ها استفاده شود، در بندی دادههای مثبت یا منفی است و از سوی دیگر، از هر الگوریتمی که برای دستهدر واقعیت، متعلق به یکی از کلا  
بندی خواهد شد. بنابراین برای هر نمونه داده، یکی از چهار حالتی که در ادامه دسته (Class) نهایت هر نمونه عضو یکی از این دو دسته

 .بیان شده، ممکن است اتفاق بیفتد

 TP(True Positive)  مثبت صحی  یا نمونه عضو دسته مثبت باشد و عضو همین کلا  تشخیص داده شود

 FN (False Negative) منفی کارب یا نمونه عضو کلا  مثبت باشد و عضو کلا  منفی تشخیص داده شود

 TN (True Negative) منفی صحی  یا نمونه عضو کلا  منفی باشد و عضو همین کلا  تشخیص داده شود

    FP (False Positive) یا مثبت کارب و در نهایت، نمونه عضو کلا  منفی باشد و عضو کلا  مثبت تشخیص داده شود

 
 ریختی مدلماتریس درهم: 3 جدول

مثبت  بینی پیش

 )بیمار( 

پیش بینی  

 منفی)سالم(

 

 )بیمار( واقعی  مثبت 17 399
 )سالم(واقعیمنفی  162 5

 

  شده   گیریاندازه  (14صحت)   (13)  دقت   ،(12فراخوانی )  موارد  ،مانند  از معیارهایی  استفاده   با  پیشنهادی  مدل  کارایی  مطالعه  این   در

 است. 

RECALL =
TP

TP + TN
                                                                                                                                                  (12) 

PRECISION =
TP

TP + FP    
                                                                                                                                        (13) 

  𝐴𝐶𝐶𝑈𝑅𝐴𝐶𝐶𝑌 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                                                                                               (14) 

 نتایج
 ی منظور، مدل بر رو   بدینشد.    یابیارز    UCIموجود در مخزن یادگیری ماشین     ILPDداده مجموعه  یبرا   یشنهادیمدل پدر این مطالعه  

  ی ساز اده یپ  تونیافزار پارم است، با استفاده از نرم   تیگابایگ  16با    یمجاز  ن یماش  نیکه شامل چند  ،ی هسته پردازش  7با    یمحل  وتریکامپ  کی
ها جهت تشخیص افراد بیمار کبدی و افراد سالم مورد  داده    .ندبار اجرا شد  50  هاتمیاز الگور  کیهر    ،یشد. به منظور کاهش انحراف تصادف

 آورده شده است.  4نتایج در جدول  ،مدل مورد ارزیابی قرار گرفت تشخیصدقت  بررسی قرار گرفت و
 

 نتایج اعمال مدل پبشنهادی  :4 جدول

 تشخیص
k-fold cross validation 

 معیارهای ارزیابی              تشخیص      

                     Class weighting    
12/97  Precision                          96/98 
9/96  Recall       06/96                                
6/97  F1-score                      93/96                         

23/96  Accuracy  19/96                          
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 و خطای اعتبارسنجی (Training Loss)نمودار خطای آموزش این  .  نشان داده شده است  1  نمودار  در  منحنی یادگیری مدل پیشنهادی

(Validation Loss  )  یابند و ازدهد. خطاها از ابتدا کاهش می مرحله آموزش نشان می  50را در طول epoch 32 شوند، به بعد همگرا می
 .دهد ها و محور عمودی مقدار خطا را نشان می epoch  برازش است. محور افقی تعدادپذیری خوب مدل و عدم وجود بیش که بیانگر تعمیم

 

 منحنی یادگیری مدل پیشنهادی  : 1 نمودار

و اعتبارسنجی  (Class Weighting)  دهی کلا  های وزنمعیارهای ارزیابی مدل ،به ترتیب پراکندگی انحراف معیار  3و    2  نمودارهای   
،  Precision  ،Recall  دهند. این نمودارها، پراکندگی انحراف معیارهایرا نشان می (k-fold cross-validation)تایی -k متقاطع

F1-score و ، Accuracy   تکرار مستقل با استفاده از  20را در seed    کشند. مقادیر میانگین ( به تصویر می 20تا    1های تصادفی )از
تایی -k و در مدل اعتبارسنجی متقاطع  %19/96و    %96/ 93 ،%06/96 ،%98/96  دهی کلا  به ترتیباولیه برای این معیارها در مدل وزن

شده   محاسبه    %1اند. پراکندگی حول این مقادیر با انحراف معیار تقریبی  در نظر گرفته شده  %23/96و    %6/97،  %9/96،  %12/97به ترتیب  
 % 5/0دهد. یک خط افقی در سط   ( و محور عمودی انحراف معیار )به درصد( را نشان می20تا    0ها )از  seed  محور افقی تعداد  .است
   دعنوان هدف انحراف معیار برای پایداری آماری اضافه شده است. در ابتدا، انحراف معیارها بالاتر از این سط  هستند، اما با افزایش تعدابه

seedدهند که مدل کنند و نشان میشوند. این نمودارها ثبات آماری مدل در برابر تغییرات تصادفی را تنیید میها، به این هدف نزدیک می
 .پیشنهادی از پایداری نسبی برخوردار است

 

 20seedدر  k-fold cross-validationمدل انحراف معیارهای ارزیابی :3نمودار  seed         20در  class weightingمدل  انحراف معیارهای ارزیابی :2 نمودار

می نشان  ونتایج  عمیق  عصبی  شبکه  از  استفاده  با  پیشنهادی  روش  که  بهینه  دهد  از  -k-fold cross  روش   و    RSAساز  استفاده 

validation  امتیاز و  %9/96  آورییاد  %12/97  صحت،  %9/96  به میزان معیار دقت  ، های نامتوازنجهت حل مشکل داده  f1، 6/97   دست
 عملکرد بهتری داشته است. تشخیص بیماریدر  آزمایشحله رم درclass weighting نسبت به روش  که یافته است
های آزمون و داده Sigmoid های لایهدهد، که بر اسا  خروجیرا نشان می (FFN+RSA)مدل پیشنهادی ROC منحنی  4 نمودار

گیری میمتلف تصتهای مختبرای آستانه (FPR) را در مقابل نرخ مثبت کارب (TPR) محاسبه شده است. این نمودار نرخ مثبت صحی 
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های بیمار و سالم است. این نتایج با ماتریس دهنده توانایی بالای مدل در تمایز بین کلا  نشان≈ AUC 0/ 97  دهد. مقدار نمایش می
  ≈ FPR 0299/0  و ≈ TPR 0/ 9591  سازگار هستند، که نرخ=TP=،  17  FN=،  5  FP=،  162  TN  399  ،3جدول   ریختگیدرهم

مدل ناشی از عملکرد قوی آن است و نه   %23/96کند که دقت  بالا تنیید می AUC دهد( نشان می5/0فرض )را برای آستانه پیش
 .برازش بیش

 
 مدل پیشنهادی  ROC: 4 نمودار

 SVM ,فلروش مخت  با هشتاین مطالعه  عملکرد  های پیشین بر روی سیستم با مشخصات نام برده  جهت عادلانه بودن شرایط اجرا مدل 

MLP , LOGISTIC, K-NEARSESTBORS, CATBOOST+HHO, CATBOOST+WOA,  .مقایسه شد 

 هر روش محاسبه و ارائه شده است. یبرا Accuracyو  F1-Score ،Precision ،Recall یارها یمع 5 در جدول
 

 های پیشینه مدل پیشنهادی با مدلسمقای :5 جدول

 بند طبقه                            دقت  درستی   نرخ یاد آوری  f1امتیاز 

74/70 67/79 92/50 96/50 Logistic [11 ]  
25/84 09/71 62/73 03/74 k-nearest neighbors [14 ]  

88/88 75/67 44/69 19/70 Random forest [10]  

81/64 33/58 40/57 69/57 SVM [14 ]  

29/92 64/80 29/84 61/84 MLP [1 ]  

6/96 09/96 12/97 23/96 ffn+RSA  
 )مدل پیشنهادی(

- 25/96 25/96 49/95   Ffn+pso [24] 
- - - 82 Catbost+hho [25 ]  

- - - 85 Catboost+woa [25 ]  

  
شده در جدول از دقت بالاتری برخوردار  های مطرحدر مقایسه با روش  FFN-RSA شود، الگوریتممشاهده می  5طور که در جدول  همان   

 .مربوط باشد FFN های شبکه عصبیدر یافتن مقادیر بهینه برای وزن RSA تواند به توانایی الگوریتماست. یکی از دلایل این بهبود می 

RSA   های مناسبی برای شبکه عصبی بیابد که این خود منجر به  با ماهیت جستجوی سراسری در فضای فراپارامترها قادر است وزن
می دقت  بهبود  و  آموزش  ترکیبکاهش خطای  که موجب می FFN با RSA شود. همچنین،  مزایای به FFN شود  از  طور همزمان 

  Precision مند شود، که این ترکیب به بهبود معیارهایی مانندو قابلیت یادگیری عمیق شبکه عصبی بهره  RSA جستجوی سراسری 

در کاهش  FFN-RSA ها ناشی از توانایی ترکیبدر مقایسه با سایر روش  F1-score شود. علاوه بر این، بهبودمنجر می F1-score و
نرخ خطاهایهمزما بین دقت False Negative و False Positive ن  تعادل  بهبود  به  منجر  امر  این  و   (Precision)  است، که 
ها با نرخ خطای تر دستهشود که مدل به تشخیص دقیقبا شبکه عصبی باعث می RSA شود. به این ترتیب، ترکیبمی (Recall)  یادآوری

بهبود  %86/0به  بلی تت روش قت سه با هفتقایتید که در مترس %23/96ت برابر با تنهادی به دقتبی پیشتروش ترکی .متری دست یابدتک
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های پنهان با استفاده از  توان دلیل این بهبود را در تنظیمات وزن و بهینه سازی آن در لایهرسید که می  FFN-PSOنسبت به مدل  
باشد و تری میها مقدار بهینهرسید که نسبت به سایر روش   %12/97دانست و از نظر درستی به مقدار   Dropoutالگوریتم فراابتکاری و  
 های بیشتری را درست تخمین زده است. توان ادعا کرد که روش پیشنهادی کلا  می %13/1با بهبودی برار با 

های مورد مقایسه مقدار بالاتری است؛ اما نسبت به  روش رسید که از سایر روش   %96/ 09آوری به مقدار  در نرخ یاد  RSA-FFNترکیب  
FFN-PSO    ،16/0%    کمتر است. در مورد امتیازF1    بهبود     %21/4ی مقایسه شده  هارسید که نسبت به سایر مدل   %6/96مدل به دقت
 داشته است.  

 

 بحث و نتیجه گیری 

سازی جستجوی و الگوریتم بهینه(  FFN)  دهنده برتری مدل پیشنهادی مبتنی بر ترکیب شبکه عصبی پیشخورنتایج این مطالعه نشان
، نرخ یادآوری  %96/ 23است. این مدل با دستیابی به دقت   ILPD بینی بیماری کبدی با استفاده از مجموعه دادهدر پیش (RSA)  خزندگان

دهد که از ، عملکردی برجسته ارائه می k-fold cross-validation   در روش   %12/96برابر با   F1 و امتیاز  %12/97، دقت  9/96%
  ensemble هایبا مدل SMOTE-ENN مدل پیشنهادی در برابر تکنیک هیبریدی  .گرفته استهای موجود پیشی  بسیاری از روش 

، به دقت RSA سازی عمیق فراپارامترها توسطگیری از بهینه[، با بهره 19اند ]رسیده  %2/93که به دقت  KNN و AdaBoost مانند
   Dropout  در جستجوی مؤثر فضای فراپارامترها و ترکیب آن با تکنیک RSA بالاتری دست یافته است. این برتری به دلیل توانایی

بیش از  پیشگیری  تعمیمبرای  است که  میبرازش  تقویت  را  مدل  برمدل  .کندپذیری  مبتنی  با    Cat Boost  مانند boosting های 
های ترتیب دقتبهWOA (Whale Optimization Algorithm)   وHHO (Harris Hawks Optimization)هایالگوریتم
، عملکرد بهتری RSA برداری از جستجوی ترکیبی سراسری و محلی[، اما مدل پیشنهادی به دلیل بهره 25اند ]گزارش کرده  %85و    82%

 % 86/0بهبود      ما   مدل پیشنهادی  ,رسیده  %49/95به دقت      PSO با FFN ، ترکیب    [24]در پژوهش انجام شده توسط آنانددهد.  ارائه می
 شود. رویکرد مبتنی بر یادگیریو فرار از نقاط محلی بهینه نسبت داده می RSA دهد، که به جستجوی کارآمدتر نشان می را    در دقت  

ranking و projection   ارائه کرده است، که  مطالعه حاضرمدل    %96/ 9[، نرخ یادآوری کمتری )نسبت به  23]  %90/ 12نیز با دقت )
 %75های کلاسیک ماشین لرنینگ مانند لجستیک رگرسیون با دقت  روش   .اهمیت آن در تشخیص زودهنگام بیماری کبدی برجسته است

تری دارند.  [، در مقایسه با مدل پیشنهادی، کارایی پایین9] %12/94تا  %88/93های با دقت ensemble stacking های[ یا مدل20]
دهی معکو  ها با وزنو مدیریت عدم تعادل کلا  k-fold cross-validation (10=  K  ) ، که از طریقاین مطالعهپایداری مدل  

این مدل  .(%5/0کند )انحراف معیار معیارهای عملکرد زیر پذیری بالایی را تضمین میبرازش جلوگیری کرده و تعمیمحاصل شده، از بیش 
بالینیهای تصمیمقابلیت ادغام در سیستم  اپلیکیشن  CDSS  (Clinical Decision Support Systems)  یار  لامت های سو 

کم   %50های درمانی را تا ومیر را کاهش دهد و هزینههای پرخطر تسهیل کند، مرگدیجیتال را دارد تا غربالگری زودهنگام را در جمعیت
های بینی بیماریتواند معیار جدیدی برای پیشهای عصبی میبا شبکه RSA های فراابتکاری مانند[. در نهایت، ادغام الگوریتم7کند ]

  ی ها مدل با شبکه   شودیم  شنهادیپ  نده،یآ  قاتیتحق  یبرا  تعمیم باشدهای مشابه در مطالعات آینده قابلکبدی ایجاد کند و برای مجموعه داده
 شیافزا  ن،ی( را پوشش دهد. همچنیسونوگراف  ری)مانند تصاو  یریتصو  ای  یزمان  یهایژگیشود تا و  بیترک  RNN  ای  CNNمانند    ترشرفتهیپ

عملکرد را بهبود    تواندیم  انیبر گراد  یمبتن  یهاتمیبا الگور  RSA  بی ( و ترکBUPAتر )مانند  بزرگ  یهاها با ادغام مجموعهحجم داده
 در  آن خواهد بود.  یسازیکاربرد  یبرا  یدیکل  یگام  ،یزمان واقع   یهابا داده  یواقع  ین یبال  یهاطیمدل در مح  یابیارز  ت،یبخشد. در نها

ادغام   لیبرداشت و پتانس  یکبد   یمار یو زودهنگام ب  قی دق  صیدر جهت تشخ  یگام مهم  شده،نه یمدل به  کیپژوهش با ارائه    نیا  جه،ینت
 را برجسته کرد. یبهداشت یهادر مراقبت یهوش مصنوع
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 و عاشوری   جلالیان                                                                بینی بیماری کبدی به وسیله یادگیری عمیقپیش   

  .ندارد

   کد اخلاق
 .  قرار گرفته است تنییدکرمان مورد  دانشگاه علوم پزشکی در کمیته اخلاق IR.KMU.REC.1404.045 کداین مطالعه با 

 سهم مشارکت نویسندگان 
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