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Abstract  

Introduction: Selecting an appropriate model for breast cancer diagnosis is 

critical. Unsuitable models can compromise diagnostic accuracy, lead to 

incorrect outcomes, and impact clinical decision-making. In this context, 

foresight models are valuable tools for identifying and selecting the most 

effective diagnostic models. The objective of this study was to identify optimal 

models for breast cancer detection using foresight models.   

Method: This study began by extracting articles related to artificial 

intelligence-based breast cancer diagnosis. The number of articles associated 

with each algorithm was determined, and algorithms referenced in fewer than 

50 articles were excluded. Subsequently, annual publication trends were 

analyzed. A time series model based on artificial neural networks was 

developed to predict research trends over the next two years and to identify the 

algorithms expected to receive more research attention.   

Results: After applying the exclusion criteria, a total of 2,308 articles were 

categorized into eight groups: deep learning, artificial neural networks, support 

vector machines, fuzzy logic, clustering, decision trees, Bayesian methods, and 

logistic regression.  Additionally, eight time series models were constructed 

using data from the past seven years, predicting that deep learning and artificial 

neural networks will lead future research efforts in breast cancer diagnosis.   

Conclusion: This study highlights the effectiveness of foresight as a 

methodological approach for selecting optimal techniques for breast cancer 

diagnosis. The results indicate that artificial neural networks and deep learning 

demonstrate superior performance and are likely to be pivotal methodologies 

for future research in this area. 

Keywords: Foresight, Diagnosis, Breast Cancer, Artificial Neural Network, 

Deep Learning 
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 نه یسرطان س  صیانتخاب مدل مناسب تشخ یبرا  یپژوه ندهیمدل آ کیارائه 
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 مقدمه
 
 

 چکیده  

نامناسب ممکن است دقت    یهامدل   یرادارد، ز  یادیز  یتاهم ینهسرطان س  یصتشخ  یمدل مناسب براانتخاب   مقدمه: 

منجر    ینینادرست بال  هایگیرییمبه تصم  توانندیخطاها م  ین نادرست شوند. ا  یجرا کاهش دهند و منجر به نتا  یصتشخ

 باشد.  یصیمناسب تشخ یهاو انتخاب مدل اساییشن یبرا یابزار مؤثر تواندیم پژوهیینده راستا، آ  ینشوند. در ا

آغاز شد. تعداد    یبر هوش مصنوع  یمبتن  ینهسرطان س  یص مطالعه با استخراج مقالات مرتبط با تشخ  ینا  : روش کار

مقاله حذف شدند. سپس روند سالانه انتشار مقالات    50با کمتر از    هایییتم مشخص و الگور  یتممقالات مربوط به هر الگور

  ی طراح  یندهدر دو سال آ  یقاتروند تحق  بینییشپ  یبرا  یمصنوع  یبر شبکه عصب  یمبتن  یزمان  یمدل سر  یکشد.    یلتحل

 .کندیم ییرا شناسا یتمرکز پژوهش یشترینبا ب هاییتم شد که الگور

 ی،مصنوع  یشبکه عصب  یق،عم  یادگیریمقاله در هشت دسته شامل    2308حد آستانه،    یرمقالات زپس از حذف    : هایافته

 یقرار گرفتند. هشت مدل سر  یکلجست  یونو رگرس  یزینب  یم،درخت تصم  ی،بندخوشه   ی،منطق فاز  یبان،بردار پشت  ینماش

  یشترینب  یمصنوع  یو شبکه عصب  یقعم   یادگیریکردند که    بینییش هفت سال گذشته، پ  یهابا استفاده از داده   یزمان

 را به خود اختصاص خواهند داد.  یندهآ یتمرکز پژوهش

است.    ینه سرطان س  یص تشخ  یهاانتخاب روش  یمؤثر برا  یکردیرو   پژوهییندهپژوهش نشان داد که آ  ینا  : گیرينتیجه 

  یی راهنما  توانندی عملکرد را دارند و م  ینبهتر  یقعم  یادگیریو    یمصنوع  یشبکه عصب  هاییتم که الگور  دهدینشان م  یجنتا

 باشند.  یندهآ یهاپژوهش  یبرا

 قیعم یریادگی ، یمصنوع یشبکه عصب  نه،یسرطان س ص،یتشخ ،یپژوهندهیآ :هاواژهکلید 
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 و همکاران  اینییبایشک                                                                           نهیسرطان س  صیتشخ  يبرا  یپژوه نده یمدل آ 

 مقدمه 

تلاش   ،یط یمحستیو ز  یفناور   ،یاقتصاد   ،یروندها و تحولات اجتماع   لیبا تحل  ،یا رشتهانیم  یقاتیحوزه تحق  ک یبه عنوان    یپژوهندهیآ
 یها از روش   یریگحوزه با بهره   نیا  [.1،2]ها کمک کند  آن  یدهکرده و به شکل   ینیبش یممکن، محتمل و مطلوب را پ  یهانده یتا آ  کندیم
 یها یاستراتژ   نیرا در تدو  گذاراناستیو س  رانیگمیتصم  ستم،یس  کینامید  یساز و مدل  یروند، دلف  لیتحل  ،ی وپردازیسنار  مانند  یو کم   یفیک

از    ژهیوبه  کند،یم  فایخدمات ا  یو کارآمد  تیفیدر بهبود ک  یینقش بسزا  یپژوهندهیسلامت، آ  نهی. در زمدهدیم  یاری  داریبلندمدت و پا
  یاثرات بلندمدت مداخلات بهداشت  یابیمنابع و ارز  صیتخص  ها،یماریروند ب  لیکه به تحل  ستمیس  کینامی د  یسازمدل  نندما  ییابزارها  قیطر

و   هااستیس  ریتأث  یساز هیها با شبمدل  نیا  ،یقلب   یهایماریو ب  ابتیمزمن مانند د  یهایماریب  تیری. به عنوان مثال، در مدکندیکمک م
 [. 3]را بهبود بخشند تیسلامت جمع جیرا کاهش داده و نتا یماریبار ب اندوانستهمختلف، ت یوهایارائه سنار

کرده اسنت.  جادیا  هایماریب تیریو مد  صیدر تشنخ ریچشنمگ  یتحول  شنرفته،یپ  یفناور کیبه عنوان   یهوش مصننوع  ،یپژوهندهیکنار آ در
 نیماشن   یریادگی  یهاتمیاز الگور  یریگبا بهره  یاسنت. هوش مصننوع  نهیسنرطان سن  صیآن در حوزه تشنخ  یکاربردها  نیتراز شناخص یکی

 ص یدر دقت و سنرعت تشنخ  یریبهبود چشنمگ ،یپزشنک یهاو داده  یماموگراف ریتصناو لیاسنت با تحل  نسنتهتوا  ق،یعم یعصنب  یهاو شنبکه
کنند، که   ییو با دقت بالاتر شنناسنا ترعیرا سنر  یعیرطبیغ  یتا الگوها کنندیخودکار به پزشنکان کمک م  صیتشنخ یهاسنتمیارائه دهد. سن 

 ی به طراح توانندیم  هایفناور نیا  ن،یشنده اسنت. علاوه بر ا  یماریب  زودهنگام صیو امکان تشنخ  یانسنان  یامر منجر به کاهش خطاها  نیا
 [.4] دارند یماریب تیریدر مد یشتریب یکمک کنند که اثربخش  شدهیسازیشخص یدرمان یهابرنامه
  ی ها و مقابله با چالش  تیریمد  ،ینیبشیپ یبرا  یقدرتمند یابزارها ،یچون هوش مصننوع  یاشنرفتهیپ  یهایو فناور یپژوهندهیآ  بیترک
 ی به خدمات درمان  یدسنترسن   شیو افزا یبهداشنت یهانهینه تنها در کاهش هز کردهایرو  نیا  [.5،6] انددر حوزه سنلامت ارائه کرده  ندهیآ

 ء سنلامت را در سنطوم مختلف ارتقا تیریکرده و مد  لیبر شنواهد را تسنه یمبتن  یهایریگمیاند تصنمبلکه توانسنته اند،داشنته  ینقش اسناسن 
 ی سنازو مدل تالیجید  یهایکه فناور ییبه وضنوم مشناهده شند، جا  19-دیکوو  یریگدر دوران همه  ژهیونوآورانه به ییافزاهم نیدهند. ا

 [.7،8] کمک کردند یسلامت جهان یهاستمیبه بهبود عملکرد س شرفتهیپ
و درمان موفق دارد    تیریدر مد  یاتیاسنت که دقت و سنرعت آن نقش ح یحوزه پزشنک  یهاچالش  نیتراز مهم یکی  هایماریب صیتشنخ

با   یبرخوردار اسنت. هوش مصننوع یاژهیو تیآن از اهم یبالا  تیو حسناسن  یدگیچیپ لیبه دل نهیسنرطان سن  صیتشنخ ان،یم  نیدر ا [.9]
  ص ی توانسنته اسنت دقت تشنخ ن،یماشن  یریادگی  یهاتمیو اسنتفاده از الگور ،یو سنونوگراف  یوگرافمام  ریتصناو  ،یپزشنک یهاداده لیتحل

 ص یتشنخ  یهاسنتمیمانند سن  ،یبر هوش مصننوع یمبتن یرا کاهش دهد. ابزارها  یانسنان  یرا بهبود بخشند و نر  خطاها نهیسنرطان سن 
کرده و   ییشنناسنا  شنتریب  نانیو با اطم  ترعیرا سنر  یرعادیغ  یتا الگوها کنندیبه پزشنکان کمک م  ق،یعم یعصنب  یهاخودکار و شنبکه

 [.10،11] ارائه دهند  یترمناسب یهادرمان
عدم انجام  لیحال، به دل نیبه دسنت آورده اسنت. با ا یتوجهقابل  یهاتیتاکنون موفق یهوش مصننوع نه،یسنرطان سن   صیتشنخ  نهیزم در
و  لیبه تحل تواندیم  یپژوهندهی. آسننتندین  نهیبه شننهیهم  یماریب  نیا  صیتشننخ یشننده براانتخاب  یهاتمیمناسننب، الگور  یپژوهندهیآ
منجر شنود که   یبهتر  یهاتمیبه انتخاب و توسنعه الگور  قیطر  نیکمک کرده و از ا یپزشنک  صیحوزه تشنخ رد  ندهیآ  یازهاین ینیبشیپ

به   توانیگسننترده، م ینیبال یهاداده لینوظهور و تحل  یروندها  یی. با شننناسننادهندیم شیرا افزا  هایماریب  صیتشننخ  ییدقت و کارا
به کاهش  کردیرو  نیدارند. ا  زیرا ن  ندهیآ  یهایو نوآور راتییبا تغ قیتطب تیهستند، بلکه قابل ترقیکه نه تنها دق افتیدست   ییهاتمیالگور
 .کندیکمک م مارانیب تیرضا شیو افزا  یبهداشت یهانهیهز
موجود و  یهاداده لیبه تحل نه،یسنرطان سن   صیتشنخ یبرا  یهوش مصننوع  یهاتمیالگور  نیترمناسنب  ییپژوهش با هدف شنناسنا  نیا
 ی پژوهندهیاز آ توانیموضننوا اسننت که چگونه م  نیا یبررسنن   ق،یتحق  یاصننل  یاز محورها یکی. پردازدینوظهور م  یروندها ینیبشیپ
 یپژوهنندهیچنارچوب آ  کین پژوهش بنا ارائنه    نیحوزه اسنننتفناده کرد. ا  نیو کنارآمند در ا  ننهیبه  یهناتمیانتخناب الگور  یبرا  یعنوان ابزاربنه
 .کنند لیرا تسه یصیتشخ جیداشته و بهبود نتا یشتریب  ییکند که دقت و کارا یرا معرف  ییهاتمیالگور  کندیتلاش م  ک،یستماتیس
. شنوندیم  ییشنناسنا  نهیسنرطان سن  صیتشنخ یاعتماد براقابل  یهاتمینوظهور، الگور یازهایو ن ندهیآ  یپژوهش، با تمرکز بر روندها  نیا در

 نیا صیخنرا در تش یشنو اثربخ رش یذنپ نیشترینب دهننیدر آ یهوش مصنوع یهاتمیکه کدام الگور دهدیپژوهش نشان م نیا  یخروج
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پژوهشنگران و  یمؤثر برا یو ارائه ابزارها  صیتشنخ تیفیبهبود ک  ،یماریبه کاهش بار ب هاافتهی  نیا رودیم رخواهند داشنت. انتاا  یماریب
 متخصصان منجر شود.  

 
 کار روش

معتبر شنامل    دادهگاهیاز سنه پا نهیسنرطان سن   صی. در قسنمت اول، مقالات مرتبط با تشنخشنودیم  میبه دو قسنمت تقسن   قیروش تحق
و   ییشنناسنا کیاسنتفاده شنده در هر    یهاتمیشنده و الگور  یمقالات با دقت بررسن   نی. اشندنداسنتخراج  آی ا، آی اسنکوپو،، پابمد، و

  شنتریب  هاتمیکدام الگور  ندهیکه در دو سنال آ شنودیم ینیبشیپ  ،یپژوهندهیآ یهااسنتفاده از مدل با. در قسنمت دوم، گردیدند  یبنددسنته
 ی در حوزه هوش مصننوع دیجد  یهایو نوآور قاتینوظهور در تحق  یبا توجه به روندها هاینیبشیپ نیمورد اسنتفاده قرار خواهند گرفت. ا

 .و به کار گرفت ییشناسا نهیمؤثرتر سرطان س صیتشخ یرا برا هاتمین الگوریتا بتوان بهتر شود،یانجام م یپزشک  صیو تشخ
 نهیسرطان س صیتشخ هاتمیجستجو و انتخاب الگور ياستراتژ -الف

اند. مسنلله ارائه شنده نیا یتاکنون برا ییهاشنود که چه مدل انینما دیابتدا با نه،یسنرطان سن   یصن یدر انتخاب مدل تشنخ یپژوهندهیآ یبرا
شنامل  لیتحل  نیمختلف اسنت. ا یهامدل لیو تحل یبررسن   ،یآورکه به دنبال جمع شند یجسنتجو معرف یاسنتراتژ کیمناور،   نیا یبرا

خواهد بود.   نهیسنننرطان سننن   یواقع  هایداده با  مواجهه در  هااعمال آن تیدقت و قابل یابیهر مدل، ارز  یاتیو عمل  یعلم  یارهایمطالعه مع
ها در سنه آن  یهاهمراه با مترادف  «یهوش مصننوع»و  «صیتشنخ»، «نهیسنرطان سن »  یدیجسنتجو، سنه کلمه کل یانجام اسنتراتژ یبرا
 انیجستجو تا پا نینشان داده شده است، ا لیجستجو به تفص  ی، استراتژ1. در جدول شداستفاده   آی ا، آیاسکوپو،، پابمد و   دادهگاهیپا

جسنتجو به محققان اجازه   یاسنتراتژ  نیاسنت و مقالات کامل منتشنر نشنده اسنت. ا  افتهین انیهنوز پا  2024سنال   رایاسنت؛ ز  2023سنال 
به   ج،یکنند و بر اسنا، نتا لیو تحل یرا بررسن  نهیسنرطان سن  یموجود برا  یصن یتشنخ یهامدل  کیسنتماتیتا به طور جامع و سن  دهدیم

 بپردازند. یپژوهندهیآ یمدل برا نیانتخاب بهتر

 
 استراتژي جستجو براي تشخیص سرطان سینه مبتنی بر هوش مصنوعی :1جدول 

 
. گردیدحذف  یو مقالات تکرار شندندادغام  گریکدی، مقالات با آی ا، آی اسنکوپو،، پابمد، و داده گاهیپس از اسنتخراج مقالات از سنه پا

. در دهندیارائه م نهیسنرطان سن  صیتشنخ یبرا  یبر هوش مصننوع یمبتن ینیبشیمدل پ کیهسنتند که   یمقالاتشنرط ورود به مطالعه،  
و مرتبط بودن مقالات منتخب  تیفیک نیمناور تضنمبه ندیفرآ  نی. اشندنداز مطالعه حذف   یو مقالات کنفرانسن  یسن یرانگلیمقابل، مقالات غ

و   یقالات تکرارنکه حذف م یدر حال آورد،یم منموجود فراه یهاژوهشناز پ یجامع دیمختلف، دبع نقالات از سه منن. ادغام مشدانجام 

 متن جستجو دادهپایگاه  ردیف

-TITLE-ABS-KEY (diagnosis OR diagnostic OR diagnosing OR diagnosed OR diagnoses) AND TITLE-ABS اسکوپوس  1

KEY ("Breast Neoplasm" OR "Breast Tumors" OR "Breast Cancer" OR "Cancer of Breast" OR "Cancer of the 
Breast" OR "Malignant Neoplasm of Breast" OR "Breast Malignant Neoplasm" OR "Breast Malignant Neoplasms" 

OR "Malignant Tumor of Breast" OR "Breast Malignant Tumor" OR "Mammary Cancer" OR "Mammary 

Neoplasms" OR "Breast Carcinoma") AND TITLE-ABS-KEY ("decision tree" OR "neural network" OR "Support 
vector machine" OR "Artificial intelligence" OR "Fuzzy" OR "machine learning" OR "Data mining" OR "genetic 

algorithm" OR metaheuristic OR "Meta heuristic" OR "meta-heuristic" OR "Cuckoo search" OR "Bees algorithm" 
OR "Artificial bee colony algorithm" OR "evolutionary algorithm" OR "Ant colony optimization" OR "Particle 

swarm optimization" OR "Firefly algorithm" OR "Memetic algorithm" OR "Memetic algorithm") 

 "AND (Diagnosis [MeSH Terms]) AND ("decision tree" OR "neural network (Breast Neoplasms [MeSH Terms]) پابمد  2

OR "Support vector machine" OR "Artificial intelligence" OR "Fuzzy" OR "machine learning" OR "Data mining" 
OR "genetic algorithm" OR metaheuristic OR "Meta heuristic" OR "meta-heuristic" OR "Cuckoo search" OR 

"Bees algorithm" OR "Artificial bee colony algorithm" OR "evolutionary algorithm" OR "Ant colony optimization" 

OR "Particle swarm optimization" OR "Firefly algorithm" OR "Memetic algorithm" OR "Memetic algorithm") 

 "TS=("decision tree" OR "neural network" OR "Support vector machine" OR "Artificial intelligence" OR "Fuzzy آی اس آی  3

OR "machine learning" OR "Data mining" OR "genetic algorithm" OR metaheuristic OR "Meta heuristic" OR 

"meta-heuristic" OR "Cuckoo search" OR "Bees algorithm" OR "Artificial bee colony algorithm" OR "evolutionary 
algorithm" OR "Ant colony optimization" OR "Particle swarm optimization" OR "Firefly algorithm" OR "Memetic 

algorithm" or "Memetic algorithm") AND TS=(diagnosis OR diagnostic OR diagnosing OR diagnosed OR 

diagnoses) AND TS=("Breast Neoplasm" OR "Breast Tumors" OR "Breast Cancer" OR "Cancer of Breast" OR 

"Cancer of the Breast" OR "Malignant Neoplasm of Breast" OR "Breast Malignant Neoplasm" OR "Breast 

Malignant Neoplasms" OR "Malignant Tumor of Breast" OR "Breast Malignant Tumor" OR "Mammary Cancer" 

OR "Mammary Neoplasms" OR "Breast Carcinoma") 
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 و همکاران  اینییبایشک                                                                           نهیسرطان س  صیتشخ  يبرا  یپژوه نده یمدل آ 

 یصنورت نموداربه یادغام و حذف مقالات تکرار قی، مراحل دق1. در شنکل شنودیدقت مطالعه م  شیو افزا  زیباعث کاهش نو رمرتبطیغ
ورود و خروج، و  طیاعمال شنرا  ،یو حذف مقالات تکرار ییمراحل شنامل اسنتخراج مقالات، ادغام، شنناسنا  نیداده شنده اسنت که ا شینما

 ی و بررسنن  لیتحل  یمجموعه قابل اعتماد از مقالات برا کیتا  دهدیبه محققان امکان م  کیسننتماتیروش سنن   نیاسننت. ا یینها  یبررسنن 
 .انتخاب کنند

  یبرا  هاتمیالگور  نیاند. امورد اسنننتفناده قرار گرفتنه یمقناله معتبر علم 50که حداقل در  شنننوندیانتخناب م  ییهاتمیالگور  ،یمرحلنه بعند در
شنده   انیاند، بها را اسنتفاده کردهاز آن کیکه هر  یو تعداد مقالات  هاتمیالگور  نی، نام ا2اند. در جدول به کار رفته  نهیسنرطان سن   صیتشنخ

 .ستا
 یپژوه ندهیارائه مدل آ -ب

  ی ها یاسنت. سنر قیدق  یهاینیبشیروندها و پ لیتحل یقدرتمند برا یابزار یپژوهندهیآ کینامید یسنازدر مدل یزمان یاز سنر  اسنتفاده
 نی. اکنندیرا فراهم م ندهیآ راتییتغ ینیبشیها، امکان پداده  نیالگوها و نوسنانات موجود در ا یو بررسن   یخیتار  یهاداده لیبا تحل یزمان

  یهاو برنامه  هایاسنتراتژ نیبه تدو  تیبلندمدت کمک کند، و در نها  یپنهان، نقاط عطف و روندها  یالگوها ییبه شنناسنا تواندیروش م
مانند بهداشننت، درمان و  ییهادر حوزه ژهیبه و یپژوهندهیدر آ یزمان یسننر یهامنجر شننود. اسننتفاده از مدل ندهیآ تیریمد  یثر براؤم

تر  بهتر و آگاهانه  یهایریگمیبه تصننم ها،ینیبشیدقت پ  شیو افزا  هاتیها با کاهش عدم قطعمدل  نیکه ا چرادارد،   تیاهم  نینو  یفناور
 .کنندیکمک م

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 

 

 

جستجو و انتخاب مقالات مطالعه  ي استراتژ ي اجرا ندی: فرآ1شکل 

 شروع

 اجرای استراتژی جستجوی در سه پایگاه داده 

Scopus⇒ Record=6167 Pubmed⇒Record=2613 ISI⇒Record=5253 

 تجمیع مقالات
Record=14033 

 

 مقالات باقی مانده

Record=6785 

  شودمقاله تکراری حذف می 7248

 مقالات باقی مانده

Record=3375 

 مقاله شرط ورود به مطالعه را نداشتند 3410

 شودمقاله وارد مطالعه می 2381

از مطالعات را داشتند مقاله شرط خروج 994
  

 پایان
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 مرکز تحقیقات انفورماتیک پزشکی، دانشگاه علوم پزشکی کرمان 

 

 

 تشخیص سرطان سینه هاي به کار رفته در الگوریتم: 2جدول 

 تعداد مقالات  نام الگوریتم 

Deep learning 934 
Neural Networks 647 
Support vector machine 368 
Fuzzy Logic 132 
Cluster Analysis 105 
Decision Trees 92 
Bayes Theorem 53 
Logistic Models 50 

 

 

 استفاده   2  جدول  هایالگوریتم  از  یکی  از  که  است  مقالاتی  تعداد  آن  ورودی  که  شودمی  ارائه  زمانی  سری  مبنای  بر  پژوهیآینده   مدل  یک  لذا
 شده  چاپ  مقالات  تعداد  مدل  این  ادامه،   در.  شوداند با توجه به وجود هشت الگوریتم در این جدول هشت مدل آینده پژوهی ارائه میکرده
 زمانی   سری  ورودی  عنوان   به   سال   هر   در  مقالات  تعداد.  کندمی  تفکیک  را  سال   هر   در  شده  چاپ  مقالات  تعداد  سپس،  و  کندمی  دریافت  را
 استفاده   با  بخواهیم  اگر   مثال،  عنوان  به.  است  آینده   سال  دو  در  الگوریتم  همان  شده  چاپ  مقالات  تعداد  آن  بینیپیش  و  شودمی   گرفته   نار  در
 بیان (  1)  رابطه  صورت  به  بینیپیش  این  کنیم،  بینیپیش  را  2022  سال  مقالات  تعداد  2020  تا  2000  هایسال  در  شده  چاپ  مقالات  تعداد  از
 2022بینی تعداد مقالات سال  مناور پیشطور خاص، این رابطه بهاست. به   tشده در سال  تعداد مقالات چاپ  x(t)در این رابطه،  .  شودمی

شده در عنوان تابعی از تعداد مقالات چاپبه   2022ارائه شده است. به عبارت دیگر، تعداد مقالات سال    2020تا    2000های تاریخی  از داده 
میپیش  2020تا    2000های  سال رابطه،  بینی  این  در  مقالات داده   x(2000),x(2001),…,x(2020)شود.  )تعداد  ورودی  های 
کند. بنابراین، هدف از این رابطه  استفاده می  2022سال  بینی تعداد مقالات  ها برای پیش ها( هستند که مدل از آن شده در این سال چاپ
 است.  های گذشتهشده در آینده است بر اسا، داده بینی تعداد مقالات چاپپیش

 و  است  آینده  سال  یک  بینیپیش   بر  مبتنی  مدل  الف،  قسمت  در.  است  شده   داده  نشان  2  شکل  در  پژوهیآینده   مدل  کلی  ساختار  همچنین،
 .است آینده سال دو بینیپیش  بر مبتنی مدل ب، قسمت در

(1) 𝑥 (2022) = 𝑓[𝑥(2000), 𝑥(2001), … 𝑥(2020)] 
 

 
 

 
 

 
 
 
 

 مدل آینده پژوهی دینامیک پیشنهادي )الف یک سال آینده( )ب دو سال آینده( : 2شکل 

 
شود  سری زمانی استفاده میبه عنوان یک ابزار تحلیلی    RNN (Recurrent Neural Network)   استفاده از شبکه عصبی بازگشتی

برای محققان و تحقیقشده در زمینهبینی تعداد مقالات چاپبرای پیشکه    [12] این شبکه های علمی،  دارد.  اهمیت زیادی  از گران  ها 
توانند الگوهای پیچیده زمانی موجودهای خاص خود، میکنند و با استفاده از الگوریتمشده استفاده میهای تاریخی تعداد مقالات چاپداده 

بینی آینده پژوهشفرآیند پیش  آینده گذشته 

𝑥(𝑡 − 1) 
𝑥(𝑡 − 2) 

⋮ 
𝑥(𝑡 − 𝑑) 

 𝑥(𝑡) 

 بینی سال آیندهمدل پیش -الف

بینی آینده پژوهشفرآیند پیش  آینده گذشته 

𝑥(𝑡 − 2) 
𝑥(𝑡 − 3) 

⋮ 
𝑥(𝑡 − 𝑑) 

 𝑥(𝑡) 

بینی دو سال آیندهمدل پیش -ب  
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به محققان    بهتری  استراتژیکی  تصمیمات  و  شده در آینده ارائه دهندهایی برای تعداد مقالات چاپبینیها را تشخیص داده و پیشدر این داده 
 بدهد. 

 ارزشمند   بسیار   غیرمنام،  یا  تکراری  الگوهای  شناسایی  و  زمانی  اطلاعات  نگهداری  در  آن  قابلیت  دلیل  به  حوزه   این  در   RNN  از  استفاده
  کند می  کمک  محققان  به  که  دهند  ارائه  قوی  هایبینیپیش  و  دقیق  مدلی   تاریخی،  و  متعدد  هایداده  تجمیع  با  توانندمی  هاشبکه  این.  است

 تواند می  که  معناست  این  به  RNN پذیریانعطاف  قابلیت  این،  بر  علاوه.  بگیرند  خود  تحقیقاتی  ریزیبرنامه  خصوص  در  بهتری  هایتصمیم
 های بینیپیش  جدید،  تحولات  به   توجه  با   که  دهدمی  را  امکان   این   پژوهشگران  به   و  کند  عمل   خوبی  به   مختلف  شرایط  و  هاداده   در  تغییرات  با
 . دهند ارائه روزتریبه

  2  رابطه  در  که طورهمان.  کندمی  استفاده  آینده  سال  دو  در  شدهچاپ  مقالات   تعداد  بینیپیش  برای  2  رابطه  از  پیشنهادی  عصبی  شبکه  مدل
 آینده   سال  دو  در  مقالات  تعداد  بینیپیش   برای  قبل   سال  هفت  تا  دو  بازه  در  شدهچاپ  مقالات  تعداد  اطلاعات  از  مدل   این  شود،می   مشاهده
های گذشته استفاده  های تاریخی سالبینی تعداد مقالات در دو سال آینده بر اسا، داده طور خاص برای پیش( به2رابطه )  .گیردمی  بهره
های دو های ورودی از سالعنوان داده به (n-7)...,(n-3),(n-2)و   است  nشده در سال  تعداد مقالات چاپ  x(n)جا،    شود. در اینمی

های  تر به سال طور دقیقها بهگیرند. در این رابطه، اندیسمورد استفاده قرار می nبینی تعداد مقالات در سال  تا هفت سال قبل برای پیش 
، از تعداد شودبینی  پیش  2025تعداد مقالات سال    قرار باشدشود. برای مثال، اگر  بینی استفاده میها برای پیشمختلف اشاره دارند که از آن

 .شودهای مدل استفاده میعنوان ورودیبه 2018تا  2023های مقالات سال
 

(2) ∀𝑛 ≥ 2007, 𝑥 (𝑛) = 𝑓[𝑥(𝑛 − 2), 𝑥(𝑛 − 3), … 𝑥(𝑛 − 7)] 
 

  از   استفاده  با  مدل  سپس.  شودمی  بینیپیش  2023  و  2022  هایسال  مقالات  تعداد  برای  مدل  عملکرد  بینی،پیش  مدل  تعیین  از  پس
 شودمی   شامل   را   مدل   عملکرد  ارزیابی  پارامترهای  3  گردد جدولمی  ارزیابی  شود،می  مشاهده   3  جدول  در  که   عملکرد  ارزیابی  پارامترهای

 (Mean Absolute Error)    از  نداعبارت   پارامترها  این.  اندشده  انتخاب  تحقیق  این  در  بینیپیش  هایمدل  کارایی  و  دقت  سنجش  برای  که
MAE  و  (Mean Bias Error )  MBE   معیاری   عنوان به  و  کندمی  محاسبه  را  واقعی  مقادیر  و  شدهبینیپیش   مقادیر  بین   مطلق  خطای  میزان 
 مناسب   دارند،  اهمیت  هابینیپیش   مطلق دقت  که  هاییمدل   برای پارامتر  این .  شودمی استفاده  بینیپیش در  هامدل   کلی  دقت  ارزیابی  برای
  اگر.  دهدمی   نشان  را  بینیپیش  خطای  جهت  و  کندمی  گیریاندازه  را  واقعی  مقادیر  و  شدهبینیپیش   مقادیر  میان   تفاوت  نیز  MBE.  است

MBE  در   مدل  رفتار  تحلیل  به  پارامتر  این.  دارد  اشاره  بینیپیش  کم  به  باشد،  منفی  اگر  و  دارد  بینیپیش  به  تمایل  مدل  باشد،  مثبت 
 مناوربه  کلی  طوربه   پارامترها   است این   مفید  بینیپیشکم   یا  بینیپیشبیش  به  مدل  تمایل  درک  برای   ویژهبه  و  کندمی  کمک  هابینیپیش

  عملکرد  تحلیل  به  مؤثری  طوربه  توانندمی  و  اندشده  انتخاب  آینده  در  مقالات  تعداد  بینیپیش  در  هامدل  اعمال  قابلیت  و  دقت  ارزیابی
 هر  برای  فرایند  این  و  کندمی  بینیپیش  را  2025  و  2024  هایسال  مقالات  تعداد  پیشنهادی  مدل  ادامه،  در.  کنند   کمک  بینیپیش  هایمدل
شود که کدام الگوریتم برای تشخیص سرطان سینه بیشترین کاربرد و استفاده را  در نهایت، مشخص می  .  شودمی  انجام  الگوریتم  هشت

این   استفاده کردهداشته است.  الگوریتم در طول زمان  از هر  بر اسا، تعداد مقالاتی است که  از آن مقبولیت  استفاده  میزان  ها در اند و 

 .گیردتحقیقات آینده مورد بررسی قرار می

 
 [13]  پارامترهاي ارزیابی عملکرد مدل : 3جدول 

 مقدار  پارامتر 
Mean Absolute Error (MAE) 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 − 𝑦̂𝑖|

𝑛

𝑖=1

 

Mean Bias Error (MBE) 
𝑀𝐴𝐵 = {

𝛼 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒[𝛼 + 𝑠𝑢𝑚(𝑦𝑖 − 𝑦𝑖̂)] 𝑦𝑖 ≥ 𝑦𝑖̂

𝛽 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒[𝛽 + 𝑠𝑢𝑚(𝑦𝑖̂ − 𝑦𝑖)] 𝑦𝑖 ≤ 𝑦𝑖̂
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 ارزیابی
 در   سال  تفکیک  به  الگوریتم  هر  مقالات.  است  مقاله  2381  مقالات  کل  تعداد.  شد  استخراج  الگوریتم  هشت  جستجو،  استراتژی  اجرای  از  بعد

 .نشان داده شده است 3 شکل
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

 تعداد مقالات مرتبط با هر یک از هشت الگوریتم پرتکرار برای تشخیص سرطان سینه  :3شکل 

 
 
 

 ارائه مقاله اولین همچنین و گذشته  سال هفت اطلاعات به الگوریتم نیاز به  توجه با. شد اجرا الگوریتم هشت برای زمانی سری مدل هشت
 های سال   به  مربوط  آموزشی  هایداده.  است   1996  سال  به  مربوط  مقالات  تعداد  بینیپیش  سال  اولین  لذا  است،  1988  سال  به  مربوط  که  شده

  جدول   در  گذشته  سال  28  برای  شده  بینیپیش  و  واقعی  مقادیر.  هستند  2023  و  2022  هایسال   به   مربوط  آزمون  هایداده  و  2021  تا  1996
 .شودمی  مشاهده 4
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 مقالات در زمینه تشخیص سرطان سینه براي هشت الگوریتم بینی شده مقادیر واقعی و پیش:   4جدول 
ماشین بردار   منطق فازي  بنديخوشه درخت تصمیم قضیه بیز  رگرسیون لجستیک سال   داده

 پشتیبان 

شبکه هاي عصبی 

 مصنوعی

 یادگیري عمیق

-پیش واقعی 

 بینی 

-پیش واقعی

 بینی 

-پیش واقعی

 بینی 

-پیش واقعی

 بینی 

-پیش واقعی

 بینی 

-پیش واقعی

 بینی 

-پیش واقعی

 بینی 

-پیش واقعی

 بینی 

داده
ی 

ش
ي آموز

ها
 

 1996 0 1 0 1 1 1 0 0 1 2 0 0 7 5 0 0 
 1997 0 0 1 1 2 1 0 0 2 2 0 0 16 10 0 0 
 1998 2 1 0 0 0 1 0 0 1 1 0 0 5 8 0 0 
 1999 1 1 2 3 2 3 1 1 3 4 0 0 12 10 0 0 
 2000 1 1 0 1 2 3 0 1 2 3 0 0 12 11 0 0 
 2001 2 1 0 0 4 4 0  0 2 2 0 0 14 15 0 0 
 2002 0 1 0 0 5 3 0 1 2 2 0 0 15 17 0 0 
 2003 1 2 1 2 2 2 3 3 2 3 1 0 13 16 0 0 
 2004 0 1 2 3 0 1 9 6 7 8 3 2 5 10 0 0 
 2005 1 2 0 0 3 5 7 8 0 1 0 1 13 13 0 0 
 2006 1 2 1 2 6 6 10 10 8 8 1 2 14 17 0 0 
 2007 3 4 0 1 2 3 1 8 7 8 1 2 14 19 0 0 
 2008 1 1 1 1 2 4 4 5 2 2 2 1 12 12 0 0 
 2009 4 3 3 2 0 0 5 5 6 7 3 3 9 13 0 0 
 2010 2 3 3 2 6 8 4 4 6 7 4 3 11 12 0 0 
 2011 4 3 1 2 1 2 6 6 6 6 5 4 4 7 0 0 
 2012 4 4 4 3 5 7 6 7 13 8 25 10 17 19 0 0 
 2013 6 5 6 2 6 6 8 9 9 9 29 15 21 26 0 0 
 2014 4 3 0 1 5 7 7 8 4 4 22 17 14 15 0 0 
 2015 0 2 3 4 5 5 6 7 8 9 35 20 8 11 0 0 
 2016 0 0 1 3 4 4 3 4 4 4 19 20 8 13 5 6 
 2017 2 1 2 4 5 7 4 5 6 7 17 19 23 26 16 18 
 2018 1 2 2 4 2 4 3 3 5 5 26 30 33 38 39 36 
 2019 3 3 3 3 8 3 5 6 9 5 33 31 69 40 85 81 
 2020 3 4 3 4 2 2 3 3 4 4 36 35 61 65 120 130 
 2021 2 2 5 6 5 4 7 8 6 7 36 36 68 73 160 163 

ت
س

ت
 

 2022 2 3 3 4 1 2 2  1 6 6 39 37 79 77 224 241 
 2023 0 1 6 5 4 3 1 2 1 4 31 35 52 67 285 297 

 

. است شده اعمال 4 جدول در شدهارائه هایالگوریتم خروجی روی بر MBE  و MAE پارامتر دو پیشنهادی، مدل عملکرد ارزیابی برای
 در   هاالگوریتم  بندیاولویت  تر،دقیق  تحلیل  جهت.  است  شده   ارائه  5  جدول  در  آن   نتایج  و  شده  انجام  الگوریتم  هشت  هر  برای  هاارزیابی  این
 معیاری  عنوانبه  الگوریتم  هر  با  مرتبط  مقالات  تعداد  تحلیل،  این  در.  است   شده  بررسی  CloudWord  شاخص  از  استفاده  با  2022  سال
 .  است شده گرفته نار در سینه سرطان تشخیص حوزه در اولویت تعیین برای

 که  دهدمی  نشان  مقایسه  این.  است  شده   داده  نمایش  4  شکل  در  2022  سال  در  هاالگوریتم  شدهبینیپیش  و  واقعی  بندیاولویت  جزئیات
 و   Deep Learning  هایالگوریتم  نتایج،  اسا،   بر.  دهد  بازتاب  را  مقالات  واقعی  روند  بالایی،  دقت  با   است  توانسته  بینیپیش   مدل

Neural Networks  های اولویت  در  ترتیب  به   نیز  هاالگوریتم  سایر  که  حالی  در  اند،گرفته   قرار  دوم  و  اول  هایاولویت  عنوانبه  ترتیب  به 
 در (  Decision Trees  و  Cluster Analysis)  هشتم  و  هفتم  هایالگوریتم  میان  تفاوت  به   مربوط  ترجزئی  موارد.  اندگرفته  قرار  بعدی
 .  است  مرتبط  الگوریتم  دو  این  برای  شدهاستفاده  هایداده  هایویژگی  به  هاتفاوت  این  و  گرفت  قرار  توجه  مورد  شدهبینیپیش  و  واقعی  مقایسه

  بر  که  ها،بینیپیش   این.  شد  انجام  2025  و  2024  هایسال   در  الگوریتم  هشت  از   یک  هر  برای  مقالات  تعداد  بینیپیش   نهایی،  مرحله  در
 Deep  هایالگوریتم  بر  تحقیقاتی  تمرکز  استمرار  دهندهنشان  است،  شده  انجام  زمانی  سری  سازیمدل  و  مقالات  تاریخی  روند  اسا، 

Learning و Neural Networks است سینه سرطان تشخیص در کلیدی ابزارهای عنوانبه   .
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 پیشنهادي بر اساس خروجی : 4جدول 

رگرسیون  پارامتر ارزیابی

 لجستیک 

ماشین بردار  منطق فازی  بندی خوشه درخت تصمیم  قضیه بیز 

 پشتیبان 

شبکه های عصبی 

 مصنوعی

یادگیري 

 عمیق

MAE  88/0 97/3 58/2 81/0 85/0 15/1 96/0 73/0 آموزشی  

5/14 5/8 3 5/1 1 1 1 1 تست  

MBE  آموزشی 𝛼 = 0.46 

𝛽 = 0.63 

𝛼 = 0.64 

𝛽 = 0.82 

𝛼 = 0.69 

𝛽 = 0.91 

𝛼 = 0.23 

𝛽 = 0.76 

𝛼 = 0.64 

𝛽 = 0.5 

𝛼 = 2.85 

𝛽 = 0.67 

𝛼 = 5.71 

𝛽 = 3 

𝛼 = 0.32 

𝛽 = 67 

𝛼 تست = 0 

𝛽 = 1 

𝛼 = 1 

𝛽 = 1 

𝛼 = 1 

𝛽 = 1 

𝛼 = 1 

𝛽 = 1 

𝛼 = 0 

𝛽 = 1.5 

𝛼 = 2 

𝛽 = 4 

𝛼 = 2 

𝛽 = 15 

𝛼 = 0 

𝛽 = 14.5 

  
 Cloudwordبینی مقدار پیش -ب  CloudWordمقدار واقعی -الف

  

 ی نیبش یپ یواقع اولویت
 Deep learning Deep learning اولویت اول 

 Neural Networks Neural Networks اولویت دوم

 Support vector اولویت سوم 

machine 
Support vector 

machine 
 Fuzzy Logic Fuzzy Logic اولویت چهارم 

 Bayes Theorem Bayes Theorem اولویت پنجم 

 Logistic Models Logistic Models اولویت ششم

 Cluster Analysis Decision Trees اولویت هفتم 

 Decision Trees Cluster Analysis اولویت هشتم 

 

 2022ارزیابی الگوریتم پیشنهادي در سال  : 4شکل 

 
بینی تعداد مقالات براي هشت حوزه تشخیص سرطان سینهپیش : 5شکل 
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یادگیری عمیق، با رشد مداوم تعداد مقالات مرتبط، در آینده بیشترین تمرکز پژوهشی را خواهد داشت. دهد که الگوریتم نشان می 5شکل 
 . دهنده افزایش پذیرش این الگوریتم در کاربردهای تشخیصی استاین روند نشان

 

 گیريبحث و نتیجه
  بر یمبتن یمدل  نه،یسن  سنرطان  صیتشنخ در یمصننوع هوش   یهاتمیالگور  تیاولو نییتع  و  یقاتیتحق روند  ییشنناسنا هدف  با  پژوهش  نیا

  به Neural Networks و Deep Learning  یهاتمیالگور  آمده،دسنتبه جینتا  اسنا،   بر.  اسنت  کرده  یابیارز و  یطراح یزمان یسنر
  به [17] یعدد  و [16] یریتصنو یهاداده از  مؤثر  یهایژگیو اسنتخراج و   [14، 15] دهیچیپ یهاداده لیتحل در هاآن یبالا  ییتوانا لیدل
 تمرکز   نیشنتریب  همچنان  ندهیآ  یهاسنال  در  هاتمیالگور نیا  که  دهندیم  نشنان  زین  هاینیبشیپ. دارند قرار دوم و اول  یهاتیاولو  در  بیترت

 .  شد خواهند گرفته کار به نهیس سرطان  یصیتشخ  یهاروش  در یدیکل یابزارها عنوانبه و داد خواهند اختصاص خود به را  یپژوهش

 ی ژگیو  نیا. دارند  را دهیچیپ یرخطیغ روابط  ییشناسا ییتوانا بالا، یریپذانعطاف و  یاهیچندلا  ساختارخاطر ه  های عصبی مصنوعی بشبکه
و  کنند کار یخوببه  مارانیب سنوابق و هاشیآزما جینتا  مانند  افتهیسناختار و یعدد یهاداده  با بتوانند یعصنب  یهاشنبکه که اسنت شنده باعث

 هایزیرمجموعه ترینمهم از و یکی دارند ایبرجسنته  عملکرد سنونوگرافی و  ماموگرافی  مانند پزشنکی تصناویر تحلیل یادگیری عمیق در
 [.18] دارند را تصاویر از پیچیده و پنهان  هایویژگی استخراج توانایی عمیق، یادگیری

 4 از کمتر یآموزشنن  یهاداده یبرا MAE یخطا. گرفت قرار یابیارز مورد MBE و MAE یپارامترها از  اسننتفاده با  یشنننهادیپ  مدل
 تفاوت   ن،یهمچن.  اسننت مقالات  روند ینیبشیپ در  مدل  یبالا  دقت  دهندهنشننان که  بود، مقاله 15 از کمتر  آزمون یهاداده یبرا و مقاله
  مرتبط نیزآزمون   و آموزشننی هایداده خاص  هایویژگی به تواندمی  پذیری،تعمیم  هایمحدودیت  بر علاوه ،آزمون و آموزش   خطای  میان
 کرده ترپیچیده روابط یادگیری  به  قادر  را مدل  بیشنتر، تنوا  یا  بیشنتر  حجم دلیل  به اسنت ممکن آموزشنی هایداده  مثال،  عنوان به. باشند
 در مدل  که باشنند متفاوت  الگوهای با هایینمونه  شنامل یا باشنند برخوردار کمتری تنوا از اسنت ممکنآزمون   هایداده که  حالی در باشنند،
 در خطنا جزئی افزایش بنه منجر توانندمیآزمون  و آموزشنننی هنایداده  مینان  تطنابق عندم  این.  اسنننت  نشنننده  مواجنه هناآن  بنا آموزش  مرحلنه
 [.19] شود  هابینیپیش

  یشننهادیپ  مدل که داد  نشنان  هایبررسن .  شندند  یبندتیاولو  مرتبط، مقالات تعداد  اسنا،   بر  2022 سنالدر ارزیابی انجام شنده مقالات 
 ی مصننوع یعصنب  یهاشنبکه و  قیعم  یریادگی  یهاتمیالگور. کند منعکس را  شندهینیبشیپ و  یواقع  یهاتیاولو قیدق طوربه  اسنت  توانسنته

  حوزه  قاتیتحق در  هاتمیالگور  نیا  تیاهم دهندهنشننان  که گرفتند، قرار دوم  و  اول  یهاگاهیجا در  شنندهینیبشیپ و  یواقع  حالت دو هر در
 و سنوم یهاگاهیجا در بیترتبه یفاز منطق و بانیپشنت بردار  نیماشن  مانند  ییهاتمیالگور گر،ید  یسنو از. اسنت نهیسن  سنرطان صیتشنخ
 از  یناشن   تواندیم زین میتصنم  درخت و یاخوشنه لیتحل  یهاتمیالگور  انیم هشنتم و هفتم  تیاولو  در  شندهمشناهده  تفاوت. گرفتند قرار چهارم
 .  باشد تمیالگور دو نیا به مربوط یهاداده  خاص  یهایژگیو و یکاربرد  یهاتیمحدود

 و  Deep Learning  یهناتمیالگور  یرو  بر  پژوهشنننگران  تمرکز  کنه  کرد ینیبشیپ  2025  و  2024 یهناسنننال  یبرا  یشننننهنادیپ مندل
Neural Networks  گناهیجنا انندتوانسنننتنه  متنوا،  و  میحج  یهناداده لین تحل  در بنالا   قندرت لین دل بنه  هناتمیالگور نیا.  افنتین   خواهند شیافزا 

 Support مانند  ییهاتمیالگور که دهندیم  نشننان  نیهمچن  هاینیبشیپ. آورند دسننت به  یلیتحل و یصنن یتشننخ  یهاحوزه در یاژهیو

Vector Machine  رینا  هاتمیالگور ریسننا  که  یحال  در کرد،  خواهند  فایا را مکمل  نقش  همچنان  Cluster Analysis اسننت  ممکن 
 .  باشند داشته  یمحدود کاربرد

 برتر ابزار  عنوانبه را  قیعم  یریادگی  تمیالگور  زین  [20-22]  مانند یمشنابه مطالعات ،با تحقیقات پیشنین همخوانی دارد  پژوهش  نیا جینتا

 .باشد مرتبط هاداده پردازش شیپ  یهاروش  و یانهیزم یرهایمتغ به است ممکن موجود  یهاتفاوت. اندکرده  یمعرف ریتصاو لیتحل در

 پژوهیآینده مدل  یک اجرای و طراحی. است  کرده کمک  آن  اثربخشی و کیفیت ارتقای  به که است  متعددی قوت  نقاط دارای پژوهش  این
 جامع  تحلیل  همچنین،. اسنت آورده فراهم را سنینه  سنرطان  تشنخیص  با مرتبط مقالات  روند دقیق بینیپیش توانایی  زمانی، سنری  بر مبتنی
 تحقیقات  برای را  روشنننی  دیدگاه  شننده،بینیپیش و  واقعی هایداده  اسننا،   بر هاآن اولویت  تعیین و حوزه  این در  کلیدی الگوریتم هشننت
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doi: 10.34172/jhbmi.2024.28 
 مرکز تحقیقات انفورماتیک پزشکی، دانشگاه علوم پزشکی کرمان 

 

 تمرکز  و  تأثیر  بیشنترین که  هاییالگوریتم  سنمت  به  متخصنصنان و  پژوهشنگران  هدایت برای راهبردی  چارچوب یک  ارائه.  دهدمی ارائه  آینده
 MBE و MAE  مانند  دقیق و  کمی  هایشناخص از اسنتفاده. اسنت  تحقیق  این  دسنتاوردهای  دیگر از داشنت،  خواهند  آینده در را پژوهشنی

 . است افزوده هاتحلیل دقت به و کرده تقویت را نتایج علمی اعتبار نیز مدل عملکرد  ارزیابی برای
 :  پژوهش  یهاتیمحدود

 .  باشد مدل ماتیتنا در بهبود به ازین دهندهنشان تواندیم که ،آزمون و آموزش  یخطا انیم تفاوت -

 .  2024 سال در ژهیوبه ر،یاخ یهاسال در منتشرشده مقالات کامل یهاداده به  یدسترس در تیمحدود -

 .  باشد شده منجر هالیتحل دامنه شدن محدود به است ممکن که یسیرانگلیغ مقالات حذف و یسیانگل مقالات بر تمرکز -

 .  هاتمیالگور عملکرد و دقت بر هاداده  پردازش شیپ  یهاروش  ریتأث یبررس عدم -

 
  نه یس سرطان  صیتشخ در  دیجد  یهاروش  توسعه و  یپژوهندهیآ یهامدل  بهبود نهیزم در یآت  قاتیتحق  یبرا یاهیپا تواندیم  پژوهش  نیا

 .  باشد

 

 تعارض منافع 

 .وجود ندارد یقتحق یندر ارتباط با ا یرمالیغ یا یتعارض منافع مال یچه 
 
 

 سهم مشارکت نویسندگان 

 نیا، یباییشنک ینانجام شند. عبدالحسن  ینو نوشنتن مقاله توسنط محسنن چگ یجنتا یلها، تحلداده  یآورجمع  یق،تحق  یطراح  یق،تحق یندر ا 
 .مقاله مشارکت داشتند یینها یرایشها و وداده یلتحل پژوهی،یندهمدل آ یدر طراح  یگلاب پور و احمد خسرو ینام
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