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Introduction: In the field of radiation therapy and dosimetry, identifying and 

segmenting different regions and structures of the body in medical images is crucial for 

calculating radiation dose distribution for optimization, protecting sensitive organs, and 

improving treatment planning. In this regard, the application of automatic segmentation 

algorithms and the advancement of deep learning models in the field of medical image 

analysis enhance both accuracy and speed. This study aims to evaluate two 

convolutional neural networks (CNNs) and introduce an effective and efficient model 

for high-accuracy segmentation of bone, lung, and soft tissue based on CT images. 

Method: This study utilized deep neural networks based on DeepLabV3+, ResNet-

18, and MobileNet-v2 pre-trained architectures as the backbone for segmentation. To 

preprocess the CT scan images and prepare the input data for the neural network 

algorithms, 3D Slicer was employed to generate mask images for organs, including soft 

tissues, bones, and lungs. The development process and fine-tuning of the 

aforementioned deep learning models were carried out in the MATLAB environment, 

with accuracy and Intersection over Union (IoU) measured to evaluate the performance 

of the segmentation algorithms. 
Results: The results indicated that the accuracy of semantic segmentation of bone for 

the ResNet-18 and MobileNet-v2 neural networks was 97% and 96%, respectively. 

For lung and soft tissue segmentation, the accuracy of the aforementioned networks 

was reported as 96.9% and 96.7% (for lung), and 99.2% and 99% (for soft tissue), 

respectively. 

Furthermore, the IoU criterion for semantic segmentation of bone by the ResNet-18 and 

MobileNet-v2 networks was measured at 85% and 84%, respectively. For lung and soft 

tissue segmentation, this criterion was 90.8% and 91.2% (for lung), and 99% and 99% 

(for soft tissue) for both networks, respectively. 

Conclusion: Various evaluation metrics indicate that the MobileNet-v2 neural 

network demonstrates superior performance and speed compared to the 

ResNet-18 network in analyzing CT scan images and segmenting the target 

tissues. 
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بافت نرم به روش خودکار براساس تصاویر   بندی استخوان،ریه و تشخیص و تقسیم

   های یادگیری عمیقبا استفاده از شبکه CTتوموگرافی کامپیوتری 
 2الهام صنیعی ،*2مریم خزاعی مقدم، 1محمدمحمدیان

 ران یا  تهران، ، یتهران مرکز دانشکده ،یو مهندس ی فن دانشکده ، یپرتو پزشک یگروه مهندس، ی ارشد پرتو پزشک یکارشناس .1

 ران ی ا تهران،   ،یتهران مرکز  دانشکده ،یو مهندس یفن دانشکده  ،یپرتو پزشک یمهندس ارگروهیاستاد   ،یدکترا پرتو پزشک. 2

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 مقدمه
 
 

 

 

 

 

و ساختارهای مختلف بدن    مقدمه:  و تفکیک مناطق  دزیمتری، شناسایی  و محاسبات  پرتودرمانی  در تصاویر  در حوزه 

تی اسکن نقش مهمی در محاسبه توزیع دز اشعه به منظور  پزشکی از جمله استخوان، ریه و بافت نرم  براساس تصاویر سی
ارگان بهینه از  حفاظت  درمان سازی،  طراحی  در  دقت  بهبود  و  حساس  می  های  کارگیری   .کندایفا  به  راستا  این  در 

های یادگیری عمیق در زمینه تحلیل تصاویر پزشکی دقت و سرعت را بهبود و بهبود مدل  بندیهای خودکار بخش الگوریتم
ثر و کارآمد برای انجام  ؤ( و معرفی یک مدل مCNNبخشد. هدف این مطالعه ارزیابی دو شبکه عصبی کانولوشن )می

 تی اسکن است.، ریه و بافت نرم با دقت بالا براساس تصاویر سی بندی استخوانبخش 
-ResNet دیدهآموزش های از پیش و معماری +DeepLabV3 عصبی عمیق مبتنی بر  در این مطالعه، شبکه   روش کار: 

پردازش تصاویر سی  به منظور پیش    .بندی استفاده شدندهای پایه برای بخش به عنوان مدل MobileNet-v2 و    18
به منظور تولید تصاویر ماسک شامل    3d slicerافزار  های ورودی به الگوریتم شبکه عصبی، از نرم  تی اسکن و تهیه داده 

استخوان بافت نرم،  ریههای  و  بهرهها میها  آموزش مدل    باشد،  پارامترهای  تنظیم  و  توسعه  فرآیند  است.  برداری شده 
بندی به صورت همزمان برای  های تقسیمانجام گرفته است و عملکرد الگوریتم   MATLABیادگیری عمیق در محیط  

 اند.  های ذکر شده با استفاده از دو شبکه عصبی مذکور، براساس پارامترهای دقت و ضریب ژاکارد ارزیابی شده ارگان 

می  ها: یافته نشان  بخش نتایج  دقت  که  شبکه دهد  برای  استخوان  معنایی  عصبی  بندی  و    ResNet-18های 

MobileNet-v2  های مذکور به ترتیب بندی ریه و بافت نرم، دقت شبکهاست. برای تقسیم  %96و    %97  به ترتیب

ژاکارد  همچنین، معیار ارزیابی ضریب    )برای بافت نرم( گزارش شده است.  %99،    %2/99)برای ریه( و    7/96%،  %96/9

اندازه   %84و    % 85به ترتیب    MobileNet-v2و    ResNet-18های  بندی معنایی استخوان توسط شبکه برای تقسیم

-ResNet-18  ،MobileNetهای  بندی ریه و بافت نرم، این معیار به ترتیب برای شبکهگیری شده است. برای بخش

v2   برای بافت نرم( است. %99،  %99)برای ریه( و  %2/91،  % 8/90به( 

در    ResNet-18عملکرد بهتری نسبت به    MobileNet-v2آمده، شبکه عصبی  دست  براساس نتایج به    گیري: نتیجه 

 دهد. و سرعت عمل نشان می  ها از نظر معیارهای مختلف ارزیابیبندی همزمان بافت تی اسکن و بخش تحلیل تصاویر سی  

تصاویر  بخش  ها: واژه کلید  معنایی  عمیقبندی  یادگیری  شبکه   ،پزشکی،  کامپیوتری،  توموگرافی  عصبی تصاویر  های 

  ( CNN)  کانولوشن
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 محمدیان و همکاران                                                                     یت  یس ریها بر اساس تصاوخودکار ارگان يبند م یتقس
 

 مقدمه
س حوزه    هوشمند  یوتریکامپ  یها ستمیتوسعه  از    ینی بال  صی تشخدر  استفاده   Computed) یوتریکامپ  یتوموگراف  ریتصاوبا 

Tomography)  (  اسکنسی ا   قی دق  صیدر تشخ  یسهم مهم  ،(تی  درمان  اهمندنکیم  فایو  هنگام زود  صیدر تشخ  کردیرو  نیا  تی. 
ب  توانندیم  یص یشرفته تشخیپ  یهاستمیبرجسته است، چرا که س  هایماریب از بروز عوارض و   شیرا پ  مارانیبه پزشکان کمک کنند تا 

 . [1] نجات دهند یجد  یها بیآس

، سی تی اسکن  ریتصاو  یو بافت نرم بر مبنا  یویر  ،ی استخوان  ی بدن از جمله ساختارهایرهاساختا  قیدق (  segmentation)  یبندبخش
.  [1] شودیمحسوب م  یپزشک  ریتصاو  لیدر تحل  یاساس   فهیوظ  کی،  (Region of Interest)  مناطق مورد نظر  نییو تع  ییشامل شناسا

خودکار   تمیالگور  کیتوسعه    رو،  نیست. از اا  کار و دقت بالا   ازمندیبر و ن  و بافت نرم به شدت زمان  هی ها، راستخوان  یدست  یبندمیتقس
 یبند میتقس  یها روش   نیتراز متداول  یکی(  Threshold)  گذاریآستانه  یها کیضرورت دارد. کاربرد تکن  هایبندبخش  نیانجام ا  یبرا

 هااستخوان تنوع در شکل و تراکم  توان  از جمله مشکلات می .[4] در نظر گرفته شوند  دیمواجه است که با  یخاص  تاما با مشکلا  ؛[3،2]است  
 .سازدیم یرعملیمناطق را غ  نیمشخص کردن ا  یدو آستانه برا ای کی  فیکه تعر را نام بردو بافت نرم 

های یادگیری عمیق هستند، با الهام از ساختار و عملکرد مغز انسان توسعه که بخشی از تکنیک  (Neural Networks)  های عصبیشبکه
های حجیم و تشخیص روند. این فناوری با توانایی یادگیری از دادههای پیچیده به شمار میاند و ابزارهای قدرتمندی برای تحلیل دادهیافته

های سنتی مطرح شده است. حلی کارآمد برای رفع مشکلات روش ویژه در حوزه پردازش تصاویر پزشکی، به عنوان راهالگوهای پیچیده، به
، باشداربر می به شدت وابسته به تبحر و تجربه ک  ، ومستعد خطا  ،برهای سنتی تحلیل دستی تصاویر ممکن است زماندر شرایطی که روش 

قابلیتشبکه ارائه  با  عصبی  سرعتهای  بالا،  دقت  و  خودکار  پیچیده  های  الگوهای  یادگیری  توانایی  و  مناسب  مبه  پردازش  ثری ؤطور 
 . [5] کنندبندی و تحلیل تصاویر پزشکی را برطرف میهای موجود در بخشچالش

انسانی با کاهش دخالت  و    های پیچیده و غیرخطی در تصاویر پزشکی هستندیادگیری عمیق، قادر به شناسایی ویژگی با رویکرد    هااین شبکه 
و طراحی    ویژه در کاربردهایی مانند دزیمتریها را فراهم کرده و به ها و ارگانتر بافتو ارائه نتایج خودکار و قابل اعتماد، امکان تحلیل دقیق

 . [6] دهندشناسایی ساختارهای خاص نظیر استخوان، ریه و بافت نرم را با دقت بیشتری انجام می درمان در رادیوتراپی

و   انجام دهند  یپزشک اسکن    سی تی اسکن  ریتصاو  یرا بر رو  یبندبخشقادرند    قی عم  یعصب   یهااند که شبکهنشان داده   ریاخ  قاتیتحق
حساس است   یهااندام  یبندمیتقس  ،ی فناور   نیا  جیرا  یاز کاربردها  یکیاست.    سه یقابل مقا  یها با دقت متخصصان پزشکدقت عملکرد آن

ب توسط  هکه  مؤثر  م  قی عم  یبعص  یهاشبکهطور  انجام  م  یویر  ،یاستخوان  یساختارها   قی دق  یبندبخش.  رسدیبه  نرم  بافت   تواندیو 
 ی ولوژیراد  ،یجراح   رینظ  یدرمان  یها روش   تیو هدا  یزیرکرده و در برنامه   لیپس از درمان را تسه  یمتریدز  یاب یو ارز  هایماریب  صیتشخ

 . [7] کند فایا یدینقش کل یو پرتودرمان یا مداخله

دقت بالا، در    لیکه حساس به مرز هستند، به دل  (Convolutional Neural Networks)  کانولوشنال  یعصب  یهااستفاده از شبکه
نرم بس  یبندمیانجام تقس ا  اریبافت  با تفک  یاعضا  یبند میتقس  یهاروش   .[8]  ستمؤثر واقع شده  ب  کیبدن  مختلف    یهابافت  نیمرز 

تشخ  تواندیم گزارش  ترقیدق  صیبه  کند.  کمک  داده   یپزشکان  الگوراستخوان  یندببخش  یهااز  براساس   قیعم  یریادگی  یها تمیها 
(Deep learning algorithm)  علاوه   .[9،10] ندشو  یبندمجموعه دسته   49به    توانندیمختلف م  یهادارد که استخوان  ن ینشان از ا

را از   یارزش و واضح   اطلاعات با  توانندیو م  شوندیمؤثر واقع م  اریبس  یویر  یهایماریب  صیدر تشخ  یربرداریتصو  یهاکیتکن  ن یابر  
اسکن  ریتصاو تی  دهند   سی  شبکه[13-11] ارائه  بس  قیعم  یریادگی  یها .  زم  یار یدر  تقس  ها،نهیاز  جمله    ، ی پزشک  ریتصو  یبندمیاز 
 یبرا  های عصبی کانولوشنالشبکهبر    یمبتن  یها یمعمار  یبه بررس  قی تحق  نی. چند[14،15] اندردهرا کسب ک  یتوجهقابل  یهاتیموفق

را در   ییکارا  ها،تمیالگور  نیدر استفاده از ا  دی جد  یها شرفتیپ  .[16،17]اند  پرداخته  سی تی اسکن  ریاستخوان براساس تصاو  یبندبخش
 [. 18،19] است دهیبهبود بخش دهید بی آس یهابافت صیتشخ

سی   ریتصاو  یو بافت نرم بر رو   هی استخوان، ر  یبندمیتقس  یبرا  های عصبی کانولوشنالشبکهبر    یدو مدل مبتن  سهیمطالعه، مقا  نیا  هدف
در   دیجد  یها نشیبه ارائه ب  تواندیم   قیتحق  نیها است. امدل  نیا  یریپذ  میتعم  تی دقت و قابل  یابیو ارز  نییز پاوکل بدن با د  تی اسکن

 کمک کند.  قیعم یریادگی شرفتهیپ  یکاربردها قی از طر هایماریو درمان ب ینیبال صیبهبود تشخ نهیزم
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 کار  روش
بدن   های مختلفقسمت(  سی تی اسکن)  یوتریکامپ  یتوموگراف  ریبرش از تصاو  3000مطالعه شامل    ن یمجموعه داده مورد استفاده در ا

تصاوباشدیم م  به  ری.  درمان  یدان یصورت  مراکز  تصاوشده  یآورجمع  یاز  اسکنر    ریاند.  از  استفاده  اسکنبا  تی   Siemensبرند    سی 

Biograph  متریلیم  68/0تا    41/0  ن یها بآن  یدرون صفحه محور   ریو وضوح تصو  متری لیم  3ها  اند که ضخامت برش آن به دست آمده  
 است. 

بایستی برای ارگان ابتدا  های مربوطه تهیه شود. های استخوان، ریه و بافت نرم ماسکدر مرحله پیش پردازش برای آموزش شبکه در 
 ی پزشک  ریو تجسم تصاو  لیو تحل  هیتجز  یبرا  یافزار   نرم  که  انجام شده است  3d slicerافزار  ها با استفاده از نرمداده  یگذاربرچسب

  ی گذارآستانه   رینظ،  3d slicerموجود در    یبند  میتقس  یبا استفاده از ابزارها  هیپا  یهادر مرحله نخست، برچسب  [.20،21]  شودیمحسوب م
 یگذار برچسب  ی. سپس، اصلاحات دستدیگرد  جادیها امختلف بافت  یو درک بهتر نواح  ییمنظور شناسا  به   ک،یاتومات  مهین  یهاو روش 

 ستیولوژیراد  کیها توسط  برچسب  یتمام  ت،یافزار انجام شد. در نها  نرم   نیا  یدست  یبندمیبا استفاده از ابزار تقس  یتوسط متخصصان پزشک 
 شدند.  شیرایو و دییتأ یصیتشخ یربرداریتصو رسال تجربه د 20با 

هستند، همه تصاویر به تصاویر سه (  gray scale)  که تصاویر تک کانالههای به دست آمده در مرحله بعد با توجه به این تصاویر و ماسک
بندی شده برای هر سه کلاس مشخص تصاویر تقسیم  RGB(  Red-Green-Blue)  کاناله جهت استفاده در شبکه تبدیل شد. مقدار

مناطق اضافه از تصاویر مانند تخت یا فضای اطراف بیمار جهت   تابع طراحی شده باید یکسان در نظر گرفته شود.  شده بیماران مختلف در
، چرخش تصاویر به زوایای مختلفمانند  (  augmentation)  های افزایش دادهجلوگیری از انحراف مسیر آموزش حذف شدند. از روش 

 ها استفاده شده است.پذیری داده برای افزایش عمومیت( Flipping) برعکس کردن تصویر به صورت افقی یا عمودی
 ی بنددسته  قیدق  طور  به  سی تی اسکن  ر یدر تصو  کسل یتا هر پ  استفاده شد  ییمعنا  یبندبخش  یبرا  یعصب  یهامطالعه، از شبکه  نیا  در

به مقا  شود.  تقس  سهیمنظور  کانولوشنالشبکهبر    یمبتن  یبندمی مدل  دادههای عصبی  تقس،  به سه مجموعه  آموزش   ندیفرآ  شدند:  میها 
 ی به دو گروه با اندازه مساو  ریتصاو  مانده  ی[. باق7موجود صورت گرفته است ]  ریدرصد از کل تصاو  80با استفاده از    یعصب   یهاشبکه

 [. 8 ،14اند ]در نظر گرفته شده شیو آزما (Validation) یمقاصد اعتبارسنج یبرا یطور تصادف اند که بهشده میتقس
تکرار نشده و از   یو اعتبارسنج   یاز دو مجموعه داده آموزش   کی  چیدر ه   یطور تصادف  به  ماریب  کیمربوط به    یها راستا، اسکن  نیا  رد 

 قابل مشاهده است. 1در شکل  3d slicerافزار توسط نرم یگذارو برچسب یبندمی. نحوه تقسدیگرد یریها جلوگتداخل آن

 

  محوري ،سه بعدي  ينماها در بافت نرم ب(ریه و ج( براي الف( استخوان، 3d slicerافزار شده توسط نرم  میتقس ریاز تصاو يانمونه : 1شکل 

(axial) ساجیتال و (sagittal) 
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 های پایهشبکه  به عنوان  MobileNet-v2و    ResNet-18های  شبکه  استفاده شده است.+DeepLabV3 معماری  این مطالعه از  در
(backbone)    از تصویر  یژگی استخراج وبخش بالا  این ویژگی   ندنکعمل می های سطح  از  انجام  و سپس  برای   یی معنا  بندیبخش ها 
(Semantic segmentation )شوداستفاده می. 

-ResNet-18،  MobileNet  ده ید  آموزش   شیاز پ  یهابا استفاده از مدل [  22-24]کانولوشنال    یشبکه عصب  یمعماردر این مطالعه  

v2  طیدر مح  MATLAB    ه ی)استخوان، ر  یبه سه کلاس اصل   قی طور دق  به شبکه، به  یورود  ری . تصاودیگرد  یساز  ادهیپ  2023نسخه 
 .ردیگیقرار م یابیمورد ارز هاعملکرد شبکه ت،یاو در نه  شوندیم یبندمیو بافت نرم( تقس

منظور،   ن یا  یهستند و برا  کنواختی  یورود  ریاندازه تصو  ازمندین  ResNet-18،  MobileNet-v2  ری نظ  دهید آموزش   شیاز پ  یهامدل
ارائه شده است،   2در شکل  ، +DeepLabV3با    یمنظور حفظ سازگار   شده است. به  نییتع  کسلیپ  224در   224به    یورود ریاندازه تصاو

قرار   ریکه اطلاعات بافت مورد نظر تحت تأث  یاگونه   به   د،یاعمال گرد  ریهر تصو  یبر رو  پردازش   شیاندازه در مرحله پ   رییتغ  ندیفرآ  کی
 ها حفظ شود. شبکه یدر ورود  یکنواختیو  ردینگ

باید مورد ارزیابی قرار بگیرد تا از بر روی هم    های مربوطه با ماسک   همه تصاویر بودن و هماهنگ بودن    جهت   بایستی هم   مه دا در ا 
   های مربوطه اطمینان حاصل شود. ماسک   و   قرار گرفتن تصاویر 

 د. ش ی  بارگذار اند به عنوان ماسک  که از قبل تهیه و پردازش شده   3d slicerافزار بندی شده با استفاده از نرم تقسیم   ر ی تصاو مجموعه 

بافت    و  ریه،  استخوان  یهادر مجموعه داده   جیمسئله را  ک یکه    ستند.نی  یمساو  یهاپیکسل تعداد    یها داراکلاس همه    آلدهیدر حالت ا
 یریادگی  رایز  ،مضر باشد  یریادگی  ند یفرآ  یتواند براینشود، م  تیریمد  ی اگر به درست  عدم تعادلاین    .تصویربرداری پزشکی هستنداز  نرم  

 شده است.استفاده بر طرف کردن این مشکل  یبرا هاکلاس معکوس  یده، از وزندر ادامه. شودنجام میبه نفع طبقات غالب ا

 

 خودکار   میتقس  يمورد استفاده برا قیعم   یشبکه عصب +DeepLabv3 يمعمار  : 2 شکل

ResNet-18  از پیش آموزش دیده ای یک شبکه ق دارد.یلایه عم 18یک شبکه عصبی کانولوشن است که (Transfer learning )
  .[25] است 224در  224بندی کند. این شبکه دارای اندازه ورودی تصویر شی مختلف طبقه کلاس  1000تواند تصاویر را به است و می

 (. 3) شکل
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 [25]  مورد استفاده در مطالعه ResNet-18 يمعمار کیشمات ریتصو  : 3 شکل

MobileNet-v2  (.4) شکل .ق داردیلایه عم  53یک شبکه عصبی کانولوشن است که  

 

 [26]مورد استفاده در مطالعه  MobileNet-v2  يمعمار کیشمات ریتصو  : 4 شکل

 

طور خاص،   آموزش استفاده شد. به  ندیآن در طول فرآ  یجی تدر  میتنظ  یبرا  یبند  برنامه زمان  کیاز    ،یریادگینرخ    ی سازنه یبه منظور به
ثرتر ؤو امکان استفاده م   کندیشبکه کمک م  تر  عیسر  ی ریادگیبه    کردیرو  نی. اافتیکاهش    3/0هر ده دوره معادل با    یبه ازا  یری ادگینرخ  

پارامتر    میبا تنظ  یدر هر دوره آموزش  یاعتبارسنج   یهابرابر داده طور مداوم در    علاوه، شبکه به  . بهآوردیرا فراهم م  هیاول  یریادگیاز نرخ  
  ، یتا در صورت همگرا شدن دقت اعتبارسنج  دیگرد  میتنظ  4برابر با    «هااعتبار داده   دییتأ»  . مقدار پارامتر  شد  شیآزما  «هاداده  یاعتبارسنج »
شبکه با    (overfitting)  از حد(  شی)تطابق ب  دهیاز بروز پد  یریاقدامات به منظور جلوگ  نیطور خودکار متوقف شود. ا  آموزش به  ندیرآف

 اتخاذ شده است.  یآموزش یهامجموعه داده 

صورت مشخص شامل   هر دو شبکه مد نظر بود، که به  یاسکن بدن برا  یت یس  ریبرش تصو  6000شده شامل    استفاده  یهاداده   مجموعه
  ی گذاربرچسب  ری. تصاوباشدیخام م  ریبرش تصو  3000( و  3D slicerافزار  )با استفاده از نرم   شده  ی گذاربرچسب  ریبرش تصو  3000

ا  ه،یشدند: استخوان، بافت نرم و ر  یبندم یتقس  یبه سه دسته اصل  شده   است   یضرور  یعصب  یهاتوسعه شبکه  یبرا  یبندطبقه   ن یکه 
[27،28 .] 
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 Intersection Of)  ضریب ژاکارد  شدهوزن داده    استخوان و بافت نرم، پارامتر   ه،یخودکار ری  بندمیتقس  شبکه برایعملکرد    یابیارز  یبرا

Union) IOU  هر کلاس    یرا برا  ضریب ژاکارد    ن یانگیکه م  شودیاستفاده م  پارامتر  نیمحاسبه ا  یبرا  1  مورد استفاده قرار گرفت. معادله
 [. 29،30] کندیم یده در آن کلاس وزن هاکسل یمحاسبه کرده و براساس تعداد پ

 
 (                                        1معادله )

                                                                                                           
 نتایج

عملکرد   یابیشامل ارز جینتا نیاست. ا ارائه شده 1 در جدول  ResNet-18، MobileNet-v2 یهاشبکه یآمده از اجرا  دست به جینتا
 .  باشدیم یورود  یهاداده  یبند  میتقس نهیدو مدل در زم نیا

درباره    ینمودارها اطلاعات  نیداده شده است. ا  ش ینما  6و    5  یهادر شکل  بیبه ترت  یعصب  یهاشبکه  ن یآموزش ا  ند یفرآ  ن، یبر ا  علاوه
از   یترقینمودارها به درک عم  ن یا  لی . تحلدهندیرا ارائه م  یآموزش  یهادوره  یها در طنوسانات نرخ خطا و دقت مدل   ،یریادگی  شرفتپی

 ی هابهبود  یها در راستااز آن  کینقاط قوت و ضعف هر    ییبه شناسا  تواند یو م  کندیدو مدل در زمان آموزش کمک م  نیا  ارو رفت ییکارا
 منجر شود.  ندهیآ

 

 ResNet-18،MobileNet-v2 یشبکه عصب یخروج ي پارامترها :1جدول 

 اعتبار سنجی خطا  اعتبار سنجی دقت  دقت اولیه  Iteration تعداد دوره  عنوان 

Resnet18 
1 1 69/46%  48/58 %  2853 /1  

9 2000 22/99%  37/99 %  0520 /0  

MobileNet-v2 
1 1 03/17%  30/19 %  6911 /1  

10 2200 31/99%  38/99 %  0679 /0  

 

 

 ResNet-18 ی( با استفاده از شبکه عصبی)دقت اعتبارسنج یابیارز يارهاینمودار مع: 5شکل 
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 MobileNet-v2 ی( با استفاده از شبکه عصبی)دقت اعتبارسنج یابیارز يارهاینمودار مع : 6شکل 

 
 ،ی آموزش  یهامجموعه   نیطور مناسب ب  خام را به  ریو تصاو(  labeling)  شده  یگذار   برچسب  یهاداده   دهدیم  ما امکان   هب  یبندبخش  نیا

 .شود عیتوز یشیو آزما  یاعتبارسنج

در مجموعه    جینتا  نیا  پردازند؛یم  ResNet-18،  MobileNet-v2  یها توسط شبکه  شدهی  نیبشیپ  جینتا  سهیبه مقا  8و    7  یهاشکل
 . بندی هستند که از لحاظ ارزیابی متفاوت استاند. مناطق سبز و بنفش برجسته نتایج تقسیمثبت شده یشیآزما یهاداده 

 یی خطا شناسا  یدارا  یعنوان نواح  شده با رنگ بنفش به  مشخص  یکه نواح  دهدینشان م  یآمده از هر دو شبکه مورد بررس  دست  به  جینتا
رنگ سبز   یکه نواح  ی، در حالانددر مدل ارائه شده در کلاس اشتباهی قرار داده شده  شده با رنگ بنفش   مشخص  ینواح. به عبارتی  اندشده

به ما کمک   یسنجدقت  ن ی. او شبکه نتوانسته است برای این مناطق کلاسی در نظر بگیرد  اندداده نشده   صیتشخ  یدرست  توسط شبکه به 
 .  پرداخته شودها عملکرد آن یسازنه یکرده و براساس آن به به ییاها را شناستا نقاط قوت و ضعف مدل  کندیم

استخوان و بافت نرم    ه،یخودکار ر  یبندمیکه قادر به انجام تقس  شد  قیعم  یشبکه عصب  ک یاقدام به توسعه  در این مطالعه    ن،یبر ا   علاوه
تا دقت و اند ها بهینه شدهاستفاده در فرآیند آموزش برای هر کدام از شبکهپارامترهای مورد  هدف،    نیا  ی . براباشد یمختلف م  یها   با دقت

به حداکثر برسد. یبند میتقس ندیآفر ییکارا
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 ResNet-18  یشبکه عصب آزمایش جینتا: 7شکل 

 

 v2-MobileNet  یشبکه عصب آزمایش جینتا : 8 شکل

. در هر دوره شد  ی ریگ  اندازهضریب ژاکارد  در هر کلاس با استفاده از شاخص    یهمپوشان  زانیم  ،یعصب  یهاعملکرد شبکه   یابیارز  یبرا
با استفاده از تصاویر آزمایشو دقت آن  شیآزما(  Validation data)  یاعتبارسنج  یهاداده  یمدل بر رو  ،یآموزش ( Test data)  ها 

تا زمانگردیدمحاسبه   داده   یکه خطا  ی. معمولًا  داده   یخطا   ابد،یکاهش    یآموزش  یهامدل در  به  طور   به   زین  یاعتبارسنج   یهامربوط 
 . ابدییهمزمان کاهش م

بیش به نام    یادهیممکن است دچار پد  دهد،یادامه م  یآموزش  یهاطور که مدل به حفظ داده   نقطه خاص، همان  کیحال، پس از    ن یا  با
مربوط به   یخطا  ابد،ییهمچنان کاهش م  یآموزش  یهامدل نسبت به داده   یکه خطا  یحالت، در حال  نی شود. در ا  (overfitting)  انطباق

 . ابدییم شیافزاکاهش،  یجا به یاعتبارسنج یهاداده 

نتا   هیبافت نرم، ر  ینواح  یبرا  ژاکاردو ضریب  دقت    یمطالعه، پارامترها  نیا  در  یهامدل   یآمده برا  دست  به   جیو استخوان محاسبه و 
ResNet-18،  MobileNet-v2    ها را از مدل   کیتا عملکرد هر    دهدیبه ما امکان م  سهی مقا  نی(. ا2اند )جدول  شده   سهی مقا  گریکدیبا

 .ده شوددست آور ها بهآن یهاییاز توانا یکرده و درک بهتر یاب یارز هاتباف نیا قیدق یبندمیتقس نهیدر زم
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 ResNet-18،MobileNet-v2ی عصب  يهاشبکه يدقت برا   يپارامترها جینتا : 2 جدول  

 
  MobileNet-v2اجرا برنامه برای شبکه زمان یکی از موارد مهم در انتخاب شبکه مناسب زمان آموزش شبکه است که در این مطالعه، 

 .باشدمی ResNet-18 از ترطولانی
 

 گیري بحث و نتیجه

اند. از کار رفتهاسکن به  تی    [ در تصاویر سی31نرم ][ و بافت  18[، ریه ]2بندی استخوان ]های متنوعی برای بخشها، تکنیکبرای دهه 
ویژه در تصاویر دلیل قابلیت جدا کردن مؤثر ساختارهای استخوانی با تراکم بالاتر از بافت نرم، به  گذاری به  ها، تکنیک آستانهبین این روش 

های دیگر  های دیگر، مانند تشخیص لبه، معمولًا با تکنیکروش .  [32،33]  ای مورد استفاده قرار گرفته استطور گسترده اسکن، به    تیسی  
های مذکور به درجاتی از ورودی شوند. علاوه بر این، بسیاری از روش کار گرفته می  طور مستقل بهندرت به  [ و به  34شوند ]ترکیب می

تواند فرآیند است. این وابستگی به نظارت دستی می  [ مشهود35بندی خودکار ریه ]  های تقسیمدستی نیاز دارند که این موضوع در روش 
 در عمل بالینی بستگی داشته باشد.   کاربر و به تجربه  نماید بررا زمان 

تی   بندی استخوان، ریه و بافت نرم در تصاویر سیهای عصبی کانولوشن را برای تقسیم  های مبتنی بر شبکه مطالعات متعددی معماری  
ها در استخراج دلیل توان شگرف آن  به  های عصبی کانولوشنالشبکههای مبتنی بر اند. امروزه، روش مورد بررسی قرار دادهاسکن کل بدن  

ها [. این پیشرفت12اند ]بندی تصاویر پزشکی، دست یافته  های مختلف، از جمله تقسیمها و یادگیری عمیق، به نتایج قوی در زمینهویژگی
بندی در این چارچوب تقسیم  [.36-38]های بالینی و ارتقاء کیفیت خدمات پزشکی منجر شود  تواند به بهبود دقت و کارایی در تشخیصمی
 شوند.های متمایز در نظر گرفته میعنوان کلاس  صورت معنایی یا مبتنی بر نمونه انجام شود که در آن، اشیاء مختلف به  تواند بهمی

 و سپس کنندها از تصویر را ایفا مینقش اصلی در استخراج ویژگیResNet-18 ، MobileNet-v2های شبکهدر این مطالعه معماری 

DeepLabV3+   ا ب  ASPP ( Atrous Spatial Pyramid Pooling)  الگوریتم  وهای  ز ویژگیبا استفاده  الگوریتم  اه کو  رگیری 
مقیاس زمینه طلاعات  ا  Atrous  (Atrous Convolution) کانولوشن در  از تصویر  را  بیشتری  استخراج میای  در    .کندهای مختلف 

 های از پیش آموزش دیده مذکور شبکهترکیب  .گیرندشده نهایی مورد استفاده قرار میها برای تولید نقشه بخش بندی نهایت، این ویژگی
 . تفکیک بهتر، بخش بندی معنایی را بر روی تصاویر انجام دهدشود که شبکه بتواند با دقت بالاتر و قدرت  موجب می  +DeepLabV3و  

گرفته نتایج قابل قبولی را در تمامی معیارهای ارزیابی محاسبه شده ارائه داد و توانایی آن در تولید های صورت  مدل پیشنهادی در ارزیابی
شده بر روی های انجام  دهنده کارایی مطلوب آن بود. ارزیابیهای مختلف نشان شده با کیفیت بالا در مجموعه داده   بندیتصاویر تقسیم  

کل   سی تی اسکنبندی یک  دهد که زمان لازم برای بخشنشان می   GPU(  Graphics Processing Unit)مدل با استفاده از یک  
 باشد. ثانیه می  45برش تنها  329بدن با 
ترین مختلف قابل قبول بود، با این حال، برخی خطاها نیز شناسایی شدند. رایج  هایبندی با این مدل در مجموعه داده که دقت تقسیم  با این

ها ویژه در بیماران سالخورده مشابه شکل و تراکم دنده   ای بهای هستند. غضروف دندهمهره   های بینای و دیسکمنابع خطا، غضروف دنده
گذاری و شناسایی آن به عنوان استخوان گردد.   تواند منجر به اشتباه در برچسب شود، که این امر می اسکن نمایان میتی  در تصاویر سی  

ها  کار گرفته شود تا از حذف نواحی مورد نظر جلوگیری شود. این چالش  بندی ریه و نای، لازم است دقت کافی بههمچنین در فرآیند بخش
های عصبی عمیق برای بهبود دقت تشخیص در کارگیری شبکهبه  بندی و  های تقسیمهای بیشتر در تکنیکتأکیدی بر ضرورت پیشرفت

 تصاویر پزشکی دارند. 

                                     ResNet-18                                                     MobileNet-v2 

 IoU دقت  IoU دقت  عنوان

0/ 9795 استخوان  85388/0  96562/0  84828/0  

96952/0 ریه  90801/0  96756/0  91225/0  

0/ 9903 بافت نرم  98898/0  99271/0  99043/0  
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اند در اولین های اولیه داشتهاند و وزنآموزش دیده  imageNetبر روی مجموعه تصاویر    های ذکر شده قبلاًکه شبکه   به اینبا توجه  
epoch ًدرصد هستیم ) این مقدار در ابتدای اولین   97خوب  شاهد دقت نسبتاepoch  درصد است که در انتهای  96/46و در اولین تکرار

 .د(رسدرصد می 22/99و پس از آموزش دقت به حدود  epoch نهمین
خوبی در مقایسه با دیگر    بندی است که از مرزهای نسبتاًسی تی اسکن برای بخش نکته دیگری که حائز اهمیت است استفاده از تصاویر

ای برخوردار هستند و دقت به دست آمده در این حوزه قابل انتظار است. آن چه که در مورد تصاویر پزشکی از جمله تصاویر پزشکی هسته
بندی استخوان، ریه و بافت نرم به طور همزمان است. در ها برای بخشها اهمیت دارد توانایی شبکهنتایج به دست آمده از این شبکه 

پارامترهای(  Fine tune)  کارهای مشابه تنظیم دقیق برای بخششبکه(  Hyper parameters)  ابر  ارگان ها  از  به بندی هر کدام  ها 
می  انجام  مجزا  مثلاًصورت  است  ممکن  و  بخششبکه   شود  برای  لازم  تنظیمات  که  نتواندای  باشد  داشته  را  استخوان  همزمان  بندی 

بافت نرم را هم با دقت بالایی انجام دهد. از آن جایی که هدف از توسعه این شبکه استفاده از هوش مصنوعی برای بندی ریه یا  بخش
بندی همزمان و سریع سه ارگان بوده است بخش  یر سی تی اسکنمقاصد محاسبات دوزیمتری و طراحی درمان در رادیوتراپی براساس تصاو

های صورت  پیشنهادی در ارزیابی  هایمدل  باشد.پذیر میهای مذکور امکانحائز اهمیت است که این مهم با استفاده از شبکه   ،ذکر شده
شده با کیفیت بندی در تولید تصاویر تقسیم ها و توانایی آن دندرائه دااگرفته نتایج قابل قبولی را در تمامی معیارهای ارزیابی محاسبه شده 

 یکی از پارامترهای ارزشمند برای ارزیابی کارایی البته لازم به ذکر است،  بود.    مورد نظردهنده کارایی  های مختلف نشانبالا در مجموعه داده 
 وتوسط شبکه بینی شده  شباهت بین ناحیه پیشاین کمیت بیانگر    باشد.می  ضریب ژاکاردها در حوزه بخش بندی تصاویر  شبکه  عملکردو  

های بزرگ بیشتر برای ارگان   ،این پارامتر ارزیابی  .کندرا به صورت درصدی از همپوشانی ارزیابی می(  Ground Truth)  حقیقت مرجع
باشد. استخوان کمینه میشود، میزان این کمیت برای بافت نرم بیشینه و برای  مشاهده می  2طور که در جدول  و همان  شوداستفاده می 

 های کوچک در ساختار اسکلتی بدن انسان است. های ظریف و استخواندلیل این مهم ناشی از وجود ساختار
کند، عمل می MobileNet-v2اندکی بهتر از شبکه  ResNet-18دهد شبکه نشان می  2در جدول ضریب ژاکارد از طرف دیگر نتایج 

های برای سرعت و کارایی در دستگاه  MobileNet-V2 که  . با این وجود از آن جاییهای بیشتر استتر با لایهعمیق  یمدل چون این شبکه
د از پیچیدگی کمتری برخوردار است و سرعت بالاتری دارد. در نتیجه با  برسازی شبکه بهره میسازی شده است و از فشرده موبایل بهینه 

 و عدم تفاوت زیاد در دقت و ضریب ژاکارد دو شبکه، در این مطالعه  بندی استخوان، ریه و بافت نرمتوجه به اهمیت سرعت برای بخش
 شود.  پیشنهاد می MobileNet-V2تر تر و سبکسریع شبکه

مقایسه شد. این  بندی ساختارهای آناتومیکی شامل استخوان، ریه و بافت نرم طراحی و  در این مطالعه، دو شبکه کاملاً خودکار برای تقسیم
اسکن با تی    های تصاویر سیدیده با استفاده از مجموعه داده  های پیشرفته شبکه عصبی کانولوشنال و آموزش ها مبتنی بر معماریشبکه

بندی ساختارهای و تنظیم پارامترهای آموزش  دقت قابل قبولی در شناسایی و بخش    +DeepLabv3گیری از مدل    دز پایین بودند. با بهره 
 دست آمده است. صورت همزمان به استخوان، ریه و بافت نرم به

بندی استخوان،   در تقسیم  ResNet-18عملکرد بهتری نسبت به شبکه    MobileNet-v2که شبکه    ه استها نشان دادنتایج ارزیابی
پتانسیل  دهد. این یافتهخود نشان مینظر سرعت از  ریه و بافت نرم از   بر  بندی در تصاویر در بهبود دقت بخش  MobileNet-v2ها 

منظور شناسایی بهترین  های متنوع به  های دیگر و آزمایش معماریدر حال بررسی مدل  نویسندگان این مطالعهپزشکی تأکید دارد. در ادامه  
ثر برای کاربردهای بالینی در ؤهای خودکار و متوانند به توسعه ابزارها و تکنیکها می. این تجزیه و تحلیلند گزینه با کارایی بالاتر هست

 زمینه تصویربرداری پزشکی کمک شایانی نمایند. 
 

 تعارض منافع 
 . ندارد

 

 حمایت مالی 
 . ندارد
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