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Abstract  

Introduction: Artificial Intelligence (AI) has transformative potential in medical 

sciences, promising increased accuracy in diagnosis, disease progression prediction, 

and personalized treatments. However, the growing emphasis on technical aspects 

has raised significant human and ethical challenges related to doctor-patient 

communication, privacy, accountability, and trust. This study aims to examine these 

two contrasting aspects—opportunities and challenges—while emphasizing the 

necessity of integrating artificial intelligence with human values in medicine. 

Method : This research was conducted as a narrative review by searching scientific 

databases, including PubMed, Scopus, and Web of Science, using relevant 

keywords. Articles published between 2014 and 2024 that examined the human, 

communicative, and ethical aspects of AI applications in medicine were collected 

and analyzed through qualitative content analysis. 

Results: The findings revealed that while AI automates repetitive tasks and analyzes 

vast amounts of data, allowing physicians to focus more on patient care, significant 

challenges were identified in several areas: deficiencies in establishing empathetic 

and nonverbal communication, concerns regarding data privacy and security, 

ambiguity in legal and ethical accountability in the event of errors, and the risk of 

algorithmic bias, which could lead to inequalities in healthcare delivery. 

Conclusion: The successful implementation of AI in medicine requires moving 

beyond a purely technical perspective and adopting a human-centered approach. AI 

should function as an assistive tool for physicians rather than replace their human 

judgment and communication. To ensure the future of this collaboration, it is 

essential to develop transparent ethical frameworks, train healthcare professionals, 

and design efficient systems that uphold human values. 

Keywords: Artificial Intelligence, Medicine, Ethics, Medical Confidentiality, 

Professional Responsibility 

 

Communication 

 

 

 

 

 

 

 

ARTICLE INFO: 

Article History: 

Received: 25 Apr 2025 

Accepted: 2 Jun 2025 

Published: 21 Jun 2025 

 

*Corresponding Author:  

Sara Shafian  

Email: 

hajarshafian@gmail.com 

 

Citation: Shafian S, 

Monemi E. The two Sides 

of the Artificial 

Intelligence Coin in 

Medical Sciences: a Look 

at the Human and Ethical 

Dimensions. Journal of 

Health and Biomedical 

Informatics 2025; 12(1): 

96-104. [In Persian] 

 

 

 

 

 

 

 

 

 

 

 

 

 

Narrative review article 

Journal of Health and Biomedical Informatics 2025; 12(1): 96-104 

doi: 10.34172/jhbmi.2025.14 

Medical Informatics Research Center, Kerman University of Medical Sciences 

© 2025 The Author(s); Published by Kerman University of Medical Sciences. This is an open-access article distributed under the 

terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, 

distribution, and reproduction in any medium, provided the original work is properly cite 

 

 [
 D

O
I:

 1
0.

34
17

2/
jh

bm
i.2

02
5.

14
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jh
bm

i.c
om

 o
n 

20
26

-0
2-

17
 ]

 

                               1 / 9

http://crossmark.crossref.org/dialog/?doi=10.34172/jhbmi.2025.14&domain=pdf&date_stamp=2025-06-21
https://dx.doi.org/10.34172/jhbmi.2025.14
http://creativecommons.org/licenses/by/4.0/
http://dx.doi.org/10.34172/jhbmi.2025.14
http://jhbmi.com/article-1-928-fa.html


 
 

 

 

 

 104-96 ):1(12; 2025 Informatics Biomedical and Health of Journal 97 

 

   96-104ص  ، 1404 سال اول، شماره  دوازدهم، دوره    پزشکی  زیست و سلامت نفورماتیکا مجله        

 

 

doi:  10.34172/jhbmi.2025.14 
 مرکز تحقیقات انفورماتیک پزشکی، دانشگاه علوم پزشکی کرمان 

 

 
 

 

 

 ی و اخلاق یانسان یها به جنبه ی: نگاهیدر علوم پزشک  ی سکه هوش مصنوع  یدو رو
 2عرفان منعمی، *1عانیسارا شف

 ران ی ا ، کرمان ،کرمان ی دانشگاه علوم پزشک، یدانشکده پزشک، ی آموزش پزشک یتخصص   یدکترا ، اریاستاد .1

 ران ی ا  ،کرمان ، کرمان ی دانشگاه علوم پزشکی، دانشکده پزشک کمیته تحقیقات دانشجویی،   .2

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 چکیده  

قابلAI)  یهوش مصنوع  مقدمه:  با  پزشک  ینیآفرتحول  تی(  علوم  حوزه  تشخ  شیافزا  دبخشینو  ، یدر  در    ص، یدقت 

 ی هاچالش  ،یفن  یهابر جنبه  ندهیحال، تمرکز فزا  نیاست. با ا  شده  یشخص   یهاو ارائه درمان   یماریروند ب  ینیبش یپ

و اعتماد به وجود آورده است.   یریپذتی، مسئول یخصوص م یحر مار،یارتباط پزشک و ب  نهیرا در زم یو اخلاق یانسان قیعم

با    یهوش مصنوع  قیبر ضرورت تلف  دی ها( و با تأکها و چالش دو جنبه متضاد )فرصت   نیا  یمطالعه با هدف بررس  نیا

 انجام شد.  یدر پزشک  یانسان یهاارزش 

 Webو    PubMed  ،Scopusشامل    یداده علم  یهاگاه یبا جستجو در پا  یتیپژوهش به روش مرور روا  ن یا  : روش کار

of Science  که به    ۲0۲4تا    ۲014  ی. مقالات منتشر شده در بازه زمانرفتیمرتبط انجام پذ  ی هادواژه یبا استفاده از کل

و با استفاده از روش    یگردآور  پرداختند،یم  یدر پزشک  یکاربرد هوش مصنوع  یو اخلاق  یارتباط  ،یانسان  یهاجنبه   یبررس

 قرار گرفتند.  یمورد بررس یفیک  یمحتوا  لیتحل

ها، داده   م یحجم عظ  لی و تحل  ی تکرار  فی وظا  یسو با خودکارساز  ک یاز    ینشان داد که هوش مصنوع  هاافته ی  : هایافته

مختلف    یهادر حوزه   یاعمده   یهاچالش   گر،ید  ی. از سوکندی را فراهم م  ماریپزشک بر مراقبت از ب  شتریامکان تمرکز ب

ها، ابهام  داده   تیو امن  یخصوص  میمربوط به حر  یهاینگران  ،یرکلامیارتباط همدلانه و غ  یدر برقرار  یشد: کاست  ییشناسا

در ارائه خدمات    یبه نابرابر  تواندی که م  یتمیدر صورت بروز خطا، و خطر تعصب الگور  ی و اخلاق  یقانون  یریپذتیدر مسئول

 سلامت منجر شود. 

فن  ی در پزشک  ی هوش مصنوع  زیآمتیموفق  یریکارگبه   : گیرينتیجه  از نگرش صرفاً  با    یدر گرو عبور  انطباق    ک ی و 

است. هوش مصنوع انسان  کردیرو  عنوان    دیبا  یمحور  گ  یابزار کمک  ک یبه  قرار  پزشکان  به عنوان    رد،یدر خدمت  نه 

  ی آموزش متخصصان سلامت و طراح  اف، شف  یاخلاق  یهاچارچوب   نیآنان. تدو  یقضاوت و ارتباط انسان  یبرا  ینیگزیجا

 است. یضرور یهمکار نیا  ندهیآ یبرا کنند،ی را حفظ م یانسان یهابالا، ارزش  ییکه ضمن کارا ییهاستمیس

 ی ارتباط یهامهارت  ،ییپاسخگو ،یخصوص میحر  ،یاخلاق پزشک ،یپزشک ،یهوش مصنوع : هاواژه کلید 
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   یمنعم و  عانیشف                                                                                 یدر علوم پزشک  یسکه هوش مصنوع يدو رو 

 مقدمه 

به طور   که  کامپیوتری  هایافزارنرمیا استفاده از  ،  [1]  مصنوعی، به طور کلی، قابلیت یک ماشین برای تقلید از رفتار انسان هوشمندهوش 
نقطه تلاقی   در  هوش مصنوعی   گردد؛میتلقی  ،  [۲]د  مستلزم هوش مغز انسان هستن  که معمولًااست  ظف برای انجام وظایفی  ؤخاص م

، [3]رار گرفته است  شناسی، منطق و فلسفه قشناسی، زبانشناسی، زیستای، الکترونیک، روانمیان چند دانش بزرگ از جمله علوم رایانه
بهداشتی  هایدرمان و در نتیجه بهبود مراقبت  ،یآگه  شیپبینی تشخیص،  ی پیشها در پزشکی برای دستیابی به سطوح بالایی از دقت در کار

لات در مورد  ؤااز س  یامجموعه بهداشتی درمانی، هایمصنوعی در پزشکی و بهبود مراقبت هوش ثر  ؤکمک م،  [4]  شودبه کار گرفته می
مراقبتهوش   یانسان  یهانهیزم در  است.  بهداشتی  هایمصنوعی  کرده  تجز  یاریبسمطرح  تحل  ه یاز  در هوش   یهال یو  مصنوعی 

 ی هاینگران، این موجب  کنند  فیتعرآن را    «ی انسان»بدون ملاحظه بعد  یو بهبود  یماریب  اتیکنند که تجربیم  یسع   یبهداشت یهامراقبت
های مربوط به نادیده گرفتن به جهت فاصله گرفتن از نگرانی.  [5]ی شده است  بهداشت یهامصنوعی در مراقبتهوش استفاده از  مربوط به  

لذا هدف از این مطالعه بررسی   ،  [6]  های اخیر به شدت مورد توجه قرار گرفته استسالبعد انسانی در طبابت، علوم انسانی پزشکی در
 های استفاده از آن در علوم پزشکی است. هوش مصنوعی از دو جنبه متفاوت شامل فواید و چالش

 

 کار روش
های آن، به روش مرور ویژه فواید و چالشهوش مصنوعی در علوم پزشکی، به  مختلف از  های  این مطالعه با هدف بررسی جامع جنبه

از کلیدواژه ( Narrative Review)  روایتی استفاده  با  اول،  از جمله »هوش مصنوعی«، »پزشکی«،  انجام شد. در مرحله  مرتبط  های 
 PubMed  ،Scopus  ،Web  های علمی معتبر داخلی و خارجی همچونهای ارتباطی« در پایگاه»اخلاق پزشکی«، »همدلی« و »مهارت

of Science  ،Google Scholar   و Magiran ( ۲014جستجو صورت گرفت. سپس مقالات منتشرشده در بازه زمانی ده سال اخیر 
شده از مقالات  های استخراج. در نهایت، داده شدند مورد ارزیابی اولیه قرار گرفته و بر اساس معیارهای ورود و خروج، غربالگری  (  ۲0۲4تا  

 . الات پژوهش پاسخ داده شودؤتا به س ندصورت کیفی تحلیل و سنتز شدمنتخب، به

میان  به ماهیت  با توجه  ادامه،  به چالشرشتهدر  از روش تحلیل محتوای کیفی جهت استخراج مضامین اصلی مربوط  های ای موضوع، 
مسئولیت و  خصوصی  حریم  اعتماد،  ارتباطی،  یافتهاخلاقی،  اعتبار  افزایش  برای  همچنین،  شد.  استفاده  راهبرد  پذیری  از  سویهها،   سه 

(Triangulation)  تواند راهنمای شد. نتایج نهایی در قالب یک چارچوب مفهومی ارائه شد که میها بهره گرفته  در استفاده از منابع و روش
 . گذاران حوزه سلامت باشدمحققان و سیاست

 

 نتایج
گیر و همچنین تشخیصی متخصصان پزشکی را انجام دهد، تا  مصنوعی بیشتر کارهای وقتهوش رود که  با این حال، از طرفی انتظار می

با   طبابترود که  کنند. از طرف دیگر انتظار میاستفاده  با بیماران    باشند که در مواجههمتخصصان بتوانند زمان بیشتری را در اختیار داشته
علوم انسانی وارتباط طبابت  Clouserکه    گونهتوجه به بعد انسانی یک بیمار به کم شدن درد و رنج ناشی از بیماری کمک نماید؛ همان

؛ که این موضوع هستند  ترتر و فراوانانسانی که کوچکهای آن و جوهکند، که پنیر بخش علمی و حفرهمی  تشبیهپزشکی را به پنیر سوئیسی  
انسانی و   یهالذا بررسی جنبه  ،  [7]  دهدتأثیر قرار می وارد شده و آن را تحت  هوش مصنوعیهمواره یکی از انتقادات اصلی است که به  

  .است پزشکی در موفق هوش مصنوعی یک سمت به هاقدم ترینمهم از یکی مصنوعیهوش ها در  آن رویپیش هایاطلاع از چالش
جایگزین   رهیافتها بحث بین  ترین آنکنند. مرتبطهای مفهومی مهمی را برای پزشکان ایجاد میچالش  هوش مصنوعی  هایسیستم
ارتقا  هوش مصنوعی  شده با با  ءیا  بالینی ممکن است عمدتاًسیستم،  [8]  است  هوش مصنوعی  یافته  در    های فعلی برای کاربردهای 

  ی ها ستمیس یحال، به طور کل نی. با اکننده و تکراری به پزشکان انسان کمک کنندهای خستهموفق شوند و در فعالیت «محدود»وظایف 
 ، [9،10]و احساسات هستند  تیخلاق لیاز قب یانسان زیمتما یها یژگیو دیو تول نهیزم ریتفس ییفاقد توانا یدر پزشک یهوش مصنوع

را نشان   زیبرانگو بحث  یمثبت، منف  یها از جنبه«  ی بیترک»  هاخاص آن  یهایسازادهیمصنوعی بسته به پهوش   یهاستمیاز س  یاریبس
شد و این باعث   پزشکی خواهندبه صورت غیرقابل کنترلی باعث خطاهای  هوش مصنوعی  . مشکلات چارچوبی و اساسی وابسته بهدهندیم
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از  ، [11]برند، جلب شود دهند و به کار میمصنوعی را در پزشکی توسعه میهوش هایی که خواهد شد که توجه افکار عمومی بر علیه گروه
 های مربوط به هوش مصنوعی شامل:  جمله چالش

 بیمار -ثر پزشکؤهاي ارتباط م چالش 

برخوردار است    ییبالا   تیاز اهم  مارانیب  یبرا  یهمدرد  و ثر  ؤماست. ارتباط    ینیبال  طیدر هر مح  تشخیص و درمان   ی ثر سنگ بناؤارتباط م
های ارتباطی و بین فردی مهارت   .[1۲]   توجهی از این ارتباط غیرکلامی استباشد. بخش قابل  یدرمان  یبرخ   یممکن است برا  یو حت 

و برقراری روابط    های درمانیآوری اطلاعات به منظور تسهیل تشخیص دقیق، مشاوره مناسب، ارائه دستورالعملپزشک شامل توانایی جمع
برای   در پزشکی، با هدف نهایی دستیابی به بهترین نتیجه و رضایت بیمار،  ثر ؤارتباطی مهای  مهارت   ،  [13-15]  مراقبتی با بیماران است

 ، [16،17]بهداشتی ضروری هستند  هایثر مراقبتؤارائه م

است که علاوه بر    ییهاستمیس  ازمندیمحور ن  ماریمراقبت ب  نده،یدر حوزه بهداشت و درمان در آ  یاز هوش مصنوع  یریگتداوم بهره  یبرا
 برقرار کنند.  ماری با ب زین یبتوانند ارتباط مؤثر ،یو درمان یص یتشخ فیوظا قیانجام دق
 مصنوعی در طبابت هوشهاي اخلاقی چالش 

اگر قرار باشد این   .[18]  کنندها و بدتر شدن پیامدها دست و پنجه نرم میهای بهداشت و درمان در سراسر جهان با افزایش هزینه سیستم
حداقل از دیدگاه اخلاقی بایستی ملاحظاتی در نظر   ،در بالین بیمار تعبیه شوند، از منظر علوم انسانی پزشکی  هوش مصنوعی  هایحلراه

ر اگر چنین نباشد، د،  [19]گیرد  بهداشتی به طور فعالانه مورد رسیدگی قرار می  هایدر مراکز مراقبت  هوش مصنوعی  گرفته شود. اجرای
بهبود   یارزشمند برا  یهاخطر از دست دادن فرصت  ،یهوش مصنوع یسازاده یدر پ  یو انسان  یبه ملاحظات اخلاق   یصورت عدم توجه کاف
 . [۲0] جبران وجود خواهد داشت رقابلیغ یها خسارت جادیا نینظام سلامت و همچن

 ی و امنیت  خصوص میحر

 یخصوص  میمربوط به حر  مسائل  ،کنند  بیماران کار  مربوط به سلامتاز اطلاعات    یقابل توجه  مقداربا    دیها باستمیس  نیا  کهنیتوجه به ا  با
باشد که استفاده از اطلاعات  ها از این بابت میمورد توجه واقع شدند. نگرانی مصنوعی  هوش بر    یمبتن  یهابرنامه  یها براداده  تیو امن

که    وجود دارد  لیپتانساین    کهنیایا  و  مطلع نباشد    ،استکه اطلاعات از او گرفته شده  یشخص  ممکن است به نحوی صورت گیرد که
 . [۲1] هک شوند ،اند شده یآورجمع مصنوعیهوش  یهاستمیسی برا اطلاعاتی که

 اعتماد  

استفاده   یمناسب و اخلاق  شکل  بهها  آن  یهااز داده  کهاعتماد کنند    مصنوعیهوش به  بتوانند  دیچگونه افراد بانگرانی اصلی این است که  
درباره نحوه استفاده از اطلاعات   و  خود در استفاده از اطلاعاتشان  یتینارضا  ا ی  تیرضا  اعلامو    یآوراعتماد به فن  یبرا  دیبا  مارانیب  شود.یم
 ماریب  یخصوص  می، حرهای معتبرقیتحق  وکننده مربوطه    میتنظ  مراجع  با   ورت، مشماریب  تیرضا  ابیدر غ  د.نبرخوردار باش  یکاف  یگاهآ  از

 . [۲۲] شودمصنوعی خدشه وارد میهوش ی به  اعتماد عمومبه  جهیدر نت و گیرددر خطر قرار می
 ت یمسئول  و یی پاسخگو

از   براهوش استفاده   ش یپ  اشتباه   زیچ  همه  که  یزمان  را  ییپاسخگو  مشکلات  تواندیم  درمان  و  صیتشخ  ،دقت   ،یسازنهیبه   یمصنوعی 
دهنده الگوریتم، در چنین شرایطی، مشخص نیست که چه کسی باید پاسخگو باشد، آیا مسئولیت باید با توسعه.  [۲3]  دهد  شیافزا  ،رودیم

 باشد کند،  بهداشتی که از آن استفاده میهاییا متخصص مراقبت  کندمصنوعی استفاده میهوش دهنده داده، سیستم سلامت که از ابزار  ارائه
[۲3] . 

 خطا

از موضوعات    گرید  یکی  ها،تمیآموزش الگور  یمورد استفاده برا  یهاداده  درونطور  ها و همینهای درون الگوریتمخطا  ها مخصوصاًخطا
ها ممکن ها به شکل طبیعی جایزالخطا هستند. خطا باشد که انسانها از این بابت مینگرانیاند.  ن اشاره کردهآبه    مطالعاتی است که  اخلاق 

که ممکن است اطلاعات استفاده شده نماینده کل جمعیت رخ دهند یا این ،باشندهایی که اطلاعات غیردقیق یا ناکامل میاست در قسمت
 . [۲4] نباشند
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   یمنعم و  عانیشف                                                                                 یدر علوم پزشک  یسکه هوش مصنوع يدو رو 

 گیري بحث و نتیجه

 ی کارها   یواگذار  ت،یموفق  نیا  دیکل.  کرد  لیتبد  تیواقع  به را  مهم  نیا  توانیم  مصنوعی،هوش  ثرؤم  یریکارگ  به  باها  با وجود همه چالش
  انجام   یانسان  هر   از  بهتر  یحت  ومصنوعی  هوش توسط    یبه راحت  هاداده  پردازش   وبازیابی    یکارها .  است  هان یماش  به   ریگ  وقت  و  یکیمکان

ها و ها باید بر وظایفی تمرکز کنند که تواناییدر واقع استفاده از انسان برای چنین کارهایی هدر دادن منابع انسانی است. انسان  .شودیم
طلبند؛ در واقع هیچ تناقض و تضادی بین پزشکی به عنوان هنر و پزشکی به عنوان علم وجود ندارد و هر  های خاص انسان را میمهارت

 . [۲5]دو مفهوم برای طبابت بسیار مهم هستند 
 ج ی با نتا ،  [۲6]است    شیافزا  و به سرعت در حال  گسترده  اریبس  یبهداشت  یها مراقبت  و  یدر پزشک  هوش مصنوعی  یفناور   یکاربردها  دامنه 

  یبررس  ن یشده در ا  یآور جمع  الاتؤس  شتر یبگذارد. ب  ری و جامعه تأث  ها بر انساناس یمق  در همه  (، که ممکن استی)مثبت و منفیاریبالقوه بس
 یها یفناور   نیها، اآن  یو اجتماع   یاخلاق   یامدهایاز پ  یتر قی عمبدون درک.  ستیروشن ن  ها هنوزپاسخ آن  رایز  ؛است  زیچالش برانگچنانهم
 برسانند.  بیها را دارند آسکمک به آن که قصد یبه افراد توانندیهستند، م دیجد یهاسمیارگان جادیا تیکه شامل ظرف دیجد

  کنند بلکه باید فعالانه  ها مقاومتآن طور نامعقول در برابر بهرا بپذیرند و نه  هوش مصنوعی انتقادی تحولات درپزشکان نه باید به طور غیر 
  هوش مصنوعی خواهد گذاشت. مقدمات استدلال    ثیرأها تآنها و ماهیت کار  بر نقش   هوش مصنوعیکنند، زیرادر این گفتمان مشارکت

آوری  فن  در استفاده از    مهارتسر گذاشتن بیشتر در یک مکالمه جدلی )دیالکتیک( مداوم دارد. برای پزشکان آینده داشتن  بهنیاز به سر
به مراقبت از بیمار   هوش مصنوعیتوانند با کمک  ها باید مفاهیم جدیدی درباره اینکه چگونه پزشکان میکافی نخواهد بود؛ آن  اطلاعات  

 کمک کنند، بیاموزند و باید هر گونه عواقب و پیامدهایی را برای رابطه پزشک و بیمار در نظر بگیرند.  
 ی از شخص   یو سطح  یو اثربخش  شتریب  ییکارا  دیو نو  ردیگیمورد استفاده قرار م  یبهداشت   یهادر مراقبت  یاندهیبه طور فزا  یهوش مصنوع

گردش کار و  یندهایو درمان، دقت، ساده کردن فرآ صیبه بهبود تشخ تواندی م ینبود. هوش مصنوع ریپذامکان که قبلاً دهدیرا م یساز
 . [10]کمک کند  مارستانیب یهاو بخش هاکی نیعملکرد کل هب دنیسرعت بخش

شود شاید بتوان تجویزهایی ثر پزشک و بیمار وارد میؤارتباط مبرقراری  های هوش مصنوعی پزشکی در  در خصوص نقدهایی که بر ضعف
های تحلیلی و توان به سیستمای از فرآیند تشخیص را میرا ارائه نمود. با توجه به گسترش فراوان استفاده از هوش مصنوعی بخش عمده

سازی رابطه بیمار ها به غنیها و تجزیه و تحلیل داده آوری دادهتواند از جمعمی طبابتابزارهای تشخیصی اختصاص داد. در نتیجه، تمرکز 
ها و پزشکی روایی که در نوع کلاسیک علوم انسانی پزشکی است تغییر یابد؛ پس باید رابطه بیمار و پزشک که و پزشک از طریق روایت

 . [۲7]عنصر اصلی طبابت است مورد توجه قرار گیرد 
گیر توان این مهم را به واقعیت تبدیل کرد. کلید این موفقیت، واگذاری کارهای مکانیکی و وقتبا به کارگیری گسترده هوش مصنوعی، می

ها به راحتی توسط هوش مصنوعی و حتی بهتر از هر انسانی انجام ها است. کارهای اداری و همچنین تحقیق و پردازش داده به ماشین 
ها و ها باید بر وظایفی تمرکز کنند که تواناییشود. در واقع استفاده از انسان برای چنین کارهایی هدر دادن منابع انسانی است. انسانمی

طلبند؛ در واقع هیچ تناقض و تضادی بین پزشکی به عنوان هنر و پزشکی به عنوان علم وجود ندارد و هر  های خاص انسان را میمهارت
های انسانی طبابت در واقع از مفاهیمی  گردد جهت بهبود توجهات به جنبه پیشنهاد می،  [۲5]دو مفهوم برای طبابت بسیار مهم هستند  

های ها پزشکی روایی است. وقتی جنبههای انسانی در طبابت هستند که از جمله آنبه دنبال مطرح نمودن جنبه  استفاده کرد که کاملاً
شود؛ نیازی به انتخاب یکی از  انسانی طبابت با هوش مصنوعی ترکیب شود در واقع پزشکی روایی در یک محیط مبتنی بر شواهد ادغام  

 ها و رها کردن دیگری نیست.آن
هایی از قبیل گوش دادن دقیق و واکنش مناسب و ... به  شود جدای از مهارتال بالینی که توسط پزشکی روایی برجسته میمواجهه ایده 

کنند، به علت  ن استقبال میآو از    مند هستندچیز دیگری مانند زمان نیاز دارد: بسیاری از پزشکان و افرادی که به پزشکی روایی علاقه
پس در استفاده از پزشکی روایی  ، [۲8]رو هستند هبودجه و وقت کم و افزایش حجم کاری در به کارگیری پزشکی روایی با محدودیت روب

ها  آید است؛ زیرا اعتبارو ارزش روایتدست میهنوع اطلاعاتی که توسط پزشکی روایی ب  دیگرمسئله  ،  [۲9]عامل زمان یک مانع جدی است  
گرچه ممکن است  ا ،های زیست پزشکی نداردشود اعتبار برابری با داده روایت بیماری که توسط یک بیمار گفته می، [30] مورد تردید است

دهد که پزشکی مبتنی بر شواهد طور نشان میاین دو مسئله این   .[31]توانند جایگزین شواهد تجربی شوند  هایی داشته باشند، اما نمیمزیت
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تواند از طریق )پزشکی به عنوان علم و پزشکی به عنوان هنر( آنتاگونیست هستند. همین تضاد و همین نقطه است که می  و پزشکی روایی
های هر ها از تواناییرسد، این سیستمآوری و پردازش داده میو پزشکی روایی برطرف شود. وقتی نوبت به جمع  هوش مصنوعیاتحاد بین  

و درعین حال پزشکان را از انجام کارهای  کندها را به ابزاری کامل برای پزشکی مبتنی بر شواهد تبدیل میگیرند که آن انسانی پیشی می
 گیر و خسته کننده خلاص می کند. وقت

در واقع، توان در کاربرد هوش مصنوعی تجویز نمود ارتباط همدلانه پزشک و بیمار است.  موضوع دومی که از علوم انسانی پزشکی می
آلات همدرد به عنوان راهی برای رهایی پزشکان و پرستاران از کار عاطفی دهد که ایجاد ماشین تحقیق در زمینه هوش مصنوعی نشان می 

های بهداشتی نامشخص سازی کامل و عملیاتی کردن مراقبتپذیر است. اثرات احتمالی چنین بهینه شان نیاز دارد، امکاناساسی که حرفه
تواند منجر به اعاده تواند پیامدهای مراقبت بهداشتی و مراقبت شخصی را بهبود بخشد؛ از سوی دیگر، این امر میسازی میاست. این بهینه

 . [3۲،33]ی شود رویکرد تقلیل گرایانه به پزشک
ای از درمانی به مجموعه  ارتباط یکهای عملی، باید در نظر بگیریم که آیا چیزی ناملموس، اما از نظر اخلاقی مهم، در فراتر از این نگرانی
. از سوی دیگر، آیا درک فعلی ما از همدلی تغییر خواهد تواند انجام شودمیشده توسط یک ماشین، هر چند هوشمند،  عملکردهای انجام

 شوند، متناسب باشد؟ های هوشمند ارائه میهای مراقبت توسط ماشینکرد تا با زمینه جدیدی که در آن برخی از بخش
دهندگان خدمات بهداشت و درمان و بیماران، به درمانی بین ارائه   ارتباطثیر بالقوه هوش مصنوعی بر بهداشت و درمان، به طور کلی، و بر  أت

هوش مصنوعی پتانسیل زیادی برای بهبود کارایی و اثربخشی در بهداشت و .  [34،35]  است  یید شدهأای تطور خاص، به طور گسترده
های دیگری را پشتیبانی کند که در مرکز ارائه مراقبت بیمار محور قرار تواند ارزش که آیا هوش مصنوعی می  حال، این  درمان دارد. با این

نیازمند بررسی دقیق است. با حرکت رو به جلو، و با ورود   در واقع مشخص است که این موضوعات  دارند، مانند همدلی، شفقت و اعتماد،
های بهداشتی که  ها باید در نوع جدیدی از مراقبتی بهداشتی، مهم است که در نظر بگیریم که آیا این ارزش هاهوش مصنوعی به مراقبت 

  ؟.در حال ظهور هستند، گنجانده شوند یا خیر، و اگر بله، چگونه
پذیری آن است: برخی معتقدند که همدلی یک تجربه منحصر به فرد انسانی  دو بحث اصلی علیه همدلی مصنوعی وجود دارد. نخست امکان

تواند به درستی انسان را دوم عملی بودن همدلی مصنوعی است: چگونه می،  [36]است که تکرار آن فوق العاده پیچیده و غیرممکن است  
که همدلی مصنوعی واقعاً عملی باشد، انسان باید متقاعد شود که همدلی دستگاه   برای این متقاعد کند که به همدلی آن اعتقاد داشته باشد؟ 

یک گزارش     .[37]  بستگی دارد  هوش مصنوعیو هوش مصنوعی واقعی است. این امر در درجه اول به عوامل روانی و زیبایی شناختی  
. [38]  شناسی نشان داد که کامپیوترها در تشخیص درد جعلی و درد واقعی در حالات صورت عملکرد بهتری نسبت به انسان دارندزیست

برند. ارائه همدلی مصنوعی )که هنوز سطح مشابه ال میؤها را زیر سها به جای انسانمنتقدان، به دلایل اخلاقی همدلی بیماران با روبات
های لازم را در همه  توانند مراقبتها همیشه نمیشود. انسان ( به بیماران انسانی، غیر اخلاقی تلقی میکنندها را برآورده نمیهمدلی انسان

 های بسیار مورد نیاز در موارد مورد نیاز است. ها انجام دهند و هدف محققان در این زمینه استفاده از هوش مصنوعی برای ارائه مراقبت زمان

ها، ظرفیت یادآوری از طرفی یک موضوع مهم است که بایستی در نظر داشت؛ که همدلی انسان همیشه پایدار نیست؛ خلق و خوی انسان
تواند به طور چشمگیری بر توانایی ما در تأمین و نحوه تأمین همدلی تأثیر بگذارد. وقایع گذشته در یک لحظه خاص، و نظر دیگران می 

ریزی کرد که همدلی مفید و توان آن را طوری برنامه گیرد و میهای خاص خود قرار نمیهمدلی مصنوعی تحت تأثیر نوسانات یا سوگیری 
 . [39] خواهد، ارائه دهدطور که انسان میحمایتی را دقیقاً همان

های انسانی طبابت دارد. چالش موضوع سومی که مطرح شد ملاحظات اخلاقی مربوط به هوش مصنوعی است که ارتباط نزدیکی با جنبه
ایـن دانـش در تحقق اهداف خود محسوب   ناکامییابی به این جنبـه عامـل  که عدم دست  است  عمومیتاساسی در این موضوع در واقع  

   .دارندهای هـوش مصنوعی موجود که کارایی بهتر یا برابری نسبت به انسان دارند تنها در یک زمینه خاص کاربرد شود. همه الگوریتممی
هوش   یسازادهیپ  یبرا  یعمل  یاخلاق   یها چارچوب  یو اعتبارسنج   یبه طراح  ندهیمطالعات آ  شودی م  شنهادیمطالعه، پ  نیا  یهاافته یتوجه به  
 ی کنند. از سو یبررس یفیو ک یبه صورت طول ماریرا بر رابطه پزشک و ب یفناور ن یا ر یبپردازند و تأث یواقع  ین یبال یهاطیدر مح یمصنوع

مورد استفاده قرار   یعلوم پزشک  انیپزشکان و دانشجو  یبرا  یقیتلف  ی آموزش   یهابرنامه   نیدر تدو  تواندیحاضر م  یهاافتهی  اربردک  گر،ید
آن   ردیگ قابلتا  با  تنها  نه  را  چالش  ،یفن  یهاتیها  با  اخلاق   یانسان  یها بلکه  مصنوع  یو  سازد. همچن  یهوش    شود یم  هیتوص  نیآشنا 
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و درمان، ارتباط مؤثر   صیقرار دهند که ضمن کمک به تشخ  تیرا در اولو  ییابزارها  یطراح   ،یهوش مصنوع  یهاستمیدهندگان ستوسعه
  ی ها را در هسته مراقبت  تیو شفاف  یریپذتیها، مسئولداده  تیو امن  یخصوص   میحر  تیکرده و ضمن رعا  لیرا تسه  ماریو همدلانه با ب

 کنند.  تیتقو یبهداشت
پذیری  توان به ماهیت نظری و کیفی پژوهش اشاره کرد که امکان تعمیمها میکه از جمله آن  بودرو  ههایی روباین مطالعه با محدودیت

ها ممکن است های هوش مصنوعی، برخی از یافته. همچنین، با توجه به سرعت بالای پیشرفت فناوریختساگسترده نتایج را محدود می
ها با توجه به زمینه فرهنگی و اخلاقی خاص هر به سرعت کهنه شوند. علاوه بر این، احتمال سوگیری در انتخاب مقالات و تفسیر داده 

 .جامعه وجود دارد که سعی شده با درنظرگیری منابع متنوع تا حد ممکن کاهش یابد
سازی ای برای افزایش دقت تشخیص، شخصیالعادهآفرین در عرصه علوم پزشکی، پتانسیل فوق هوش مصنوعی به عنوان یک نیروی تحول

های مراقبت بهداشتی دارد. با این حال، این فناوری صرفاً یک ابزار است و موفقیت نهایی آن منوط به ادغام  سازی سیستمدرمان و بهینه 
 خصوصی  حریم  و  اخلاقی  مسائل  از،  های پیشِ روهوشمندانه آن در بافت پیچیده روابط انسانی و اخلاقی حاکم بر حرفه پزشکی است. چالش

ضاوت، خلاقیت و احساسات انسانی  ق  جایگزین  تواندنمی  هرگز  مصنوعی  هوش   که  دهدمی  نشان،  بیمار  و  پزشک  همدلانه  ارتباط  حفظ  تا
ای که هوش مصنوعی امور تحلیلی و تکراری را بر  گونهشود؛ بهافزای انسان و ماشین متجلی میشود. بلکه آینده مطلوب، در همکاری هم

ای که در آن هوش عهده گیرد و پزشکان با تمرکز بر ابعاد انسانی مراقبت، هنر پزشکی را به کمال برسانند. بنابراین، حرکت به سمت آینده
های حکمرانی، دهی به چارچوبمصنوعی به صورت مسئولانه و شفاف به کار گرفته شود، نیازمند مشارکت فعال جامعه پزشکی در شکل

 . آموزشی و اخلاقی این فناوری است

 

 تعارض منافع 

 . بنا بر اظهار نویسندگان مقاله حاضر فاقد هر گونه تعارض منافع بوده است
 

 حمایت مالی
 .ندارد 

 

 سهم مشارکت نویسندگان 

 .اندتمامی نویسندگان سهم یکسانی در انجام این پژوهش داشته 
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