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 مقاله پژوهشی  

دیابت بارداری یکی از  های مزمن به طرز چشمگیری افزایش یافته است.بیماری امروزه در دنیای مدرن صنعتی خطر ابتلا به مقدمه:

 در صورتی که درمان نشود مشکلات و عوارض جانبی متعددی برای مادر و فرزندش به همراه دارد. مسائل مهم در حوزه سلامت است و

جلوگیری به  در اوایل بارداری از ابتلا باشد تاابتلا به دیابت بارداری به مادر می بینی ریسک و هشدار به موقع درشبه دنبال پی پژوهشاین 
 عمل آید. 

به منظور  یکاودادهدر  درخت تصمیم از دو رویکرد شبکه عصبی و و انجام شد پیمایشی -بردیکار این پژوهش که به صورت روش:

 Matlabافزار در نرم یسازشده و پس از آماده یسازاستخراج شده نرمال یهاداده .گردیداستفاده بینی پیش ها وآزمایشی داده لیوتحلهیتجز
 شدند. لیوتحلهیتجز

شبکه عصبی و درخت تصمیم در تشخیص به  یکاودادهآیا دو روش "تحقیق حاضر در پی یافتن پاسخ به این پرسش است که :نتایج

ها برای تشخیص درست استفاده نمود؟ توان از آنو می "لازم برخوردار است ؟ هنگام و درست ریسک ابتلا به دیابت بارداری از صحت
در کشف دانش ضمنی و تشخیص روابط بینی مؤثرند، در بهبود صحت و درستی پیش داده مدارهای روشکه  دهدیمنشان نتایج تحقیق 

 . قابل پذیرش و بسیار به هم نزدیک است گیری در هر دو روش در حدو خطای تصمیمدارند ها عملکرد مناسبی پنهان بین داده

های کمتر شناخته شده توان در مراکز درمانی و سایر بیماریر میهای داده مدانتایج تحقیق حاکی از آن است که از رویکرد گيري:نتيجه

 های درمانی را میسر ساخت. ، مدیریت خود بیمار و کاهش هزینهاستفاده نمود و پیشگیری به موقع
 

 های عصبی هوشمند، درخت تصمیم، دیابت بارداری، تشخیص، شبکهکاویداده :هادواژهيکل
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 مقدمه 
دیابت بارداری قندی نوعی از دیابت است که برای نخستین بار 

[. در مناطق مختلف جهان شیوع  1شود ]در بارداری ظاهر می
برای آن گزارش شده  درصدی 17تا  4متفاوتی دارد که محدوده 

[. این بیماری یکی از مسائل مهم در حوزه سلامت است 2است ]
ض جانبی متعددی در صورتی که درمان نشود مشکلات و عوار

برای مادر و فرزندش به همراه دارد. جهت پیشگیری از عوارض 
گیر آنان است نیازمند توجه جدی ای که همواره گریبانناخواسته

. به دلیل تغییر باشدهای اولیه بارداری میو هشدار به موقع در ماه
، افزایش در سبک زندگی در شهرهای صنعتی و کاهش تحرک

افراد دیابتی، فعالیت بدنی کمتر و افزایش سن  چاقی و تعداد
ازدواج و سایر عوامل محیطی مؤثر، احتمال ابتلا به دیابت نسبت 

های اخیر در سال .[3به گذشته بسیار بیشتر شده است ]
هایی همچون دیابت بسیار های تشخیصی برای بیماریسیستم

مند ها بهرهتوان از آنگسترش یافته که در شرایط مختلف می
های داده مراکز شد. با توجه به گسترش دسترسی به پایگاه

کاوی همچون درخت های دادههای پزشکی، روشدرمانی و داده
های عصبی بسیار مورد توجه قرار گرفته است تصمیم و شبکه

[4.] 
دیابت بارداری به طور معمول در اواسطططط دوران بارداری تهفته 

ا به شططدت آن مادر باید شططود که بن( تشططخیص داده می24-28
های درمانی همچون تزریق انسطططولین قرار گیرد تحت مراقبت

[. در رویکرد پیشطططنهادی هشطططدار احتمال ابتلا به دیابت 6،5]
شود تا با توجه به آن و های اولیه به مادر داده میبارداری در ماه

نیاز از های پزشططکی موردرعایت رژیم غذایی مناسططو و مراقبت
ست ابتلا جلو شخیص به هنگام و در گیری به عمل آید. برای ت

های شطططبکه یکاودادههای امکان ابتلا به دیابت بارداری روش
عصططبی و درخت تصططمیم برای کاهش سطططو خطا و افزایش 

بینی را بهبود صحت و دقت تشخیص به کار گرفته شده تا پیش
 .بخشد

 
 دیابت بارداري

ل متابولیک دوران ترین عارضه و اختلادیابت حاملگی شایع
. بیش از نیمی از زنان بارداری است که اغلو بدون علامت است

شوند انجام دچار بیماری دیابت واضو میمبتلا به این بیماری سر
و یا با شیوع بیشتر به  1سال به دیابت نوع  10تا  5و پس از 
[. ابتلا به این بیماری صدمات 3شوند ]مبتلا می 2 دیابت نوع

را به دنبال دارد و اگر این بیماری پیشگیری و درمان  فراوانی
اند از: کاهش ، عوارضی بر روی مادر و جنین دارد که عبارتنشود

، خون نوزاد در چند ساعت اول زندگی، بزرگی جثه جنینشدید قند
، زردی نوزاد، افزایش های مغزیصدمات زمان تولد و آسیو

های ناگهانی جنین در ماه میر در دوران بارداری و مرگومرگ
 [.4آخر در شکم مادر ]

اند از: استرس برخی عوارض دیابت بارداری بر روی مادران عبارت
های ادراری در زنان ، عفونت به طوری که شیوع عفونتعصبی

، بالا بودن گلوکز مادر که منجر باردار مبتلا به دیابت بالاتر است
، افزایش خطر مسمومیت الا، فشارخون بشودبه نارسایی جفت می

، زایمان ، صدمات زایمانی، افزایش مایع آمینوتیک، ورمحاملگی
ای که در [. در مطالعه7قبل از ترم و افزایش عمل سزارین ]

حامله دیابتی  52بیمارستان طالقانی در مورد پیامد حاملگی در 
 گیری شد که میزان سزارین در گروه دیابتانجام شد چنین نتیجه

ها آشکار، بیش از سایرین بود که به دلیل ماکروزومی جنین در آن
المللی [. در چهارمین کنگره بین4درصد( ] 5/32باشد تمی
های دیابت که در تالار امام بیمارستان امام خمینی تره( برگزار تازه

شد، متخصصین این رشته از کشورهای آمریکا، فرانسه، کانادا و 
افزایش آمار دیابت در کشورهایشان خبر داده  ، ازدانمارک و ایران

رسانی به بیماران سازی سیستم سلامت برای خدمتو توانمند
دیابتی را با توجه به افزایش دیابت ضروری خواندند و آن را در 

. دیابت سالانه موجو مرگ بیش کنترل این بیماری مؤثر دانستند
لزوم مداخله جدی  شود و این آمار،از دو میلیون نفر در جهان می

طلبد. لیکن پیشگیری از آن برای کنترل این بیماری را می
  .تر از درمان آن خواهد بودتر و کم هزینهآسان

 

 داده کاوي

های اطلاعاتی علمی داده کاوی یا کشف دانش از میان پایگاه 
های هوشمندانه با توجه به پیشرفت گیریاست که برای تصمیم

های روز افزون تکنولوژی اطلاعات بسیار کاربرد دارد. تکنیک
داده کاوی برای پیدا کردن الگوهای جالو در تشخیص پزشکی 

های فی از تکنیکو درمان مورد استفاده است. انواع مختل
بینی تواند برای پیشدر استخراج اطلاعات که می یکاوداده

توان به قرار گیرد وجود دارد که از آن جمله می مورداستفاده
، درخت تصمیم و رگرسیون لجستیک اشاره عصبی یهاشبکه
 [.8،9کرد ]

بینی و تشخیص در های مناسو برای پیشیکی از روش
 کاوی روشیباشد. دادهمی یکاوداده پزشکی رویکرد یهاحوزه

داده مدار و بر مبنای یادگیری و کشف الگوی پنهان در میان 
 یبرا ینیبشیالگو جهت پ نیکه از ا باشدیم یقیحق یهاداده

 [.10] کندیموارد مشابه استفاده م
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های تحقیقات بسیاری در زمینه تشخیص با استفاده از شبکه
ای با های خبره صورت گرفته است. در مقالهعصبی و سیستم

سازی یک سیستم خبره برای تشخیص دیابت عنوان مدل
سازی یک سیستم بارداری قندی بر اساس عوامل خطر به مدل

، با استفاده از معماری شبکه بارداری خبره برای تشخیص دیابت
های در نظر گرفته شده عصبی روبه جلو پرداخته است که ورودی

هایی که در این تحقیق به عنوان عوامل مؤثر یا ، با ورودیدر آن
اند، ریسک فاکتورهای مؤثر در پیدایش بیماری در نظر گرفته شده

فرد خبره و [. سیستم خبره دانش را از 10باشد ]متفاوت می
با استفاده از  توانیمکند. این دانش را متخصص کسو می

متغیرهای کلامی بیان نمود تا فهم و انتقال حالات مختلف در 
برای برآورد زمان واقعی و مقدار مناسو  [.11باشد ] ترآسانآن 

 T1DM(type1 diabetesنوع تزریق انسولین در دیابت 

mellitus)غیر  ینیبشیپنترل ، سیستمی بر اساس مدل ک
 NMPC(nonlinear model predictiveخطی 

control) توسعه داده شد. این مقاله شامل  2011، در سال
باشد که شبکه عصبی و یک الگوریتم بر اساس منطق فازی می

 NMPC برای کنترل آنلاین و انطباق پارامترهای کنترل
تشخیص  "ای با عنوان [. در مقاله12توسعه داده شده است ]

، تشخیص دیابت با "های عصبیدیابت قندی با استفاده از شبکه
های عصبی با الگوریتم پی انتشار خطا ارائه شده و رویکرد شبکه

، ، شاخص توده بدنی، انسولین سرم: سنشامل هفت ورودی
[. در مقاله دیگری از الگوریتم 13باشد ]گلوکز پلاسما و... می

زی عصبی برای تشخیص هوشمندانه ژنتیک و سیستم استنتاج فا
[. سیستم استنتاج فازی عصبی 14استفاده شد ] 1دیابت نوع 

ترکیو دو روش شبکه عصبی و سیستم استنتاج فازی است و 
آموزشی است که به لحاظ عملکرد  پذیر و قابلای تطبیقشبکه

کاملاً مشابه سیستم استنتاج فازی است و از قابلیت آموزش شبکه 
کند و در عین حال دهی به پارامترها استفاده میوزنعصبی برای 

از قابلیت رابط کاربر مناسو و تعریف مفاهیم فازی در سیستم 
[. مقالات و تحقیقاتی در تشخیص 15برد ]استنتاج فازی بهره می

دیابت با استفاده از شبکه عصبی انجام گرفته که بر مبنای 
[. 10،16،17اند ]ده شدهفاکتورهای مؤثر در پیدایش بیماری بنا نها

لایه  16برای تشخیص دیابت قندی بر اساس عوامل خطر با 
و همکاران منتشر شده که  Sumathyای توسط ورودی، مقاله

بینی ابتلا به به سهولت تشخیص و کمک به بیماران برای پیش
همچنین در مقاله  [.17کند ]دیابت توسط خود فرد کمک می

Nguyen ور تشخیص هایپوگلیسمی یا و همکاران به منظ
مورد  1خون در تعدادی کودک مبتلا به دیابت نوع کاهش قند

های عصبی با الگوریتم مطالعه قرار گرفت و با استفاده از شبکه
[. در تحقیق مشابهی برای 18بهینه بیزین به کار گرفته شد ]

تشخیص دیابت بارداری توسط میرشریف و همکاران به طراحی 
، از ه فازی و رویکرد مدل فازی پرداخته شدهیک سیستم خبر

سیستم خبره استنتاج فازی برای تشخیص دیابت بارداری در 
شرایط عدم دسترسی به پزشک استفاده شده است. سیستم خبره 

آوری دانش باشد که نیازمند جمعفازی روشی بر پایه مدل می
فازی  باشد. در مدل سیستم خبرهافراد خبره در پایگاه قوانین می
نظر متخصصان، افراد خبره و قوانین در پایگاه دانش تحت

توان آوری شده که میهای مرجع پزشکی استخراج و جمعکتاب
 سطو خطای استفاده نمود. اریمیتصماز آن به صورت 

MSE(mean squared error) سیستم استنتاج فازی  در
 [.19برآورد گردید ] 227/0حدود 

یل داده حاضطططر، پس از تحل یه و دادهدر تحقیق  های های اول
عه با افرادی مواجه شطططدیم که در خروجی بیماران مورد مطال  ،

اولیه بارداری علائم هشطططدار دهنده اولیه یا ریسطططک  یهاماه
ند خون  بارداری همچون ق بت  یا به د فاکتورهای مؤثر در ابتلا 

سن بالا در هنگام بارداری  شتهبالا یا وزن و  اند، با این وجود ندا
به منظور  بارداری مبتلا شطططدند.  به دیابت  بارداری  در انتهای 

توان از دهی این دسته از بیماران و تشخیص درست، میپوشش
قادرند  یکاودادههای بهره جسطططت. روش یکاودادههای روش

دانش و روابط پنهان میان حجمی از داده را درک کرده و از این 
مایند. روابطی که بینییشپدانش برای  فاده ن های بعدی اسطططت

ها با نتایج خروجی دار ورودیشاید کمتر کسی متوجه ارتباط معنا
شد و نیازمند ست که ایپیچیده هایتحلیل شده با شر  ا ذهن ب

ستقادر به انجام آن  کاهش خطا  منظوربهاین تحقیق  [.10] نی
به موقع ابتلا به دیابت در زنان باردار  بینیپیشدر تشططخیص و 

کلینیکی با ابزارهای مناسو به  انجام گرفته تا با آنالیز داده های
و در نتیجه تصططمیم  هادادهکشططف دانش و الگوهای روابط بین 

در دوران بارداری  موردنیاز هایمراقبتو بهبود  ترمناسوسازی 
 منجر شود.

 

 روش

در این تحقیق به دنبال پیشنهاد روشی برای تشخیص  ازآنجاکه
حیث نوع هدف  از درست و بهنگام دیابت در اوایل بارداری بودیم،

داده  هایپایگاهکمی از  هایدادهباشد و در آن کاربردی می
تصمیم و شبکه  های درختدر روش .شدهآوریجمعپزشکی 
پاسخ بهینه  تکرار به توان با آزمایش ومی کاوی دردادهعصبی 

آزمایشی  هاداده وتحلیلتجزیهروش  روازاین، یافتدست
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های حقیقی که اطلاعات اولیه بالینی هر ابتدا ورودی .باشدمی
باشد به همراه خروجی حقیقی از ابتلا یا عدم ابتلای بیمار می

های لازم در برای انجام آنالیز شخص به دیابت در پایان بارداری
های شبکه عصبی و درخت تصمیم شد. ورودیکاوی فراهم داده

، اطلاعات کد شده پزشکی هستند که از سوابق کاویبرای داده
ای عوامل متعدد و اند. در هر بیماریبیماران استخراج شده

شماری در شدت و ضعف آن نقش دارند که این عوامل از نظر بی
ن [، ای10اند ]درجه اهمیت آن در حصول نتیجه با هم متفاوت

اند. بر اساس پارامترهای عوامل در درجه اهمیت و توجه متفاوت
های مرجع ، پیشینه تحقیقات و استناد بر کتابفیزیولوژیکی

پزشکی و نظر پزشکان متخصص زنان، سه عامل قند خون ناشتا، 
، فشار خون Body Mass Index) BMIت شاخص توده بدنی

ان تمام عوامل مؤثر و سن حاملگی از بالاترین درجه اهمیت در می
[. تعداد هزار پرونده بیماران 7در بروز دیابت بارداری برخوردارند ]

گیری هدفمند تحقیقی میدانی و نمونه در 1393تا  1390از سال 
از کلینیک پزشکی تخصصی زنان در تهران مورد بررسی قرار 

ها دویست و چهل و هشت مورد دارای گرفت که از میان آن
نیاز از ابتدا تا انتهای بارداری بودند تاطلاعات مورداطلاعات کامل 

، وزن و سن بارداری در تحقیق میزان فاکتورهای مؤثر قند خون
گلوکز در  های اولیه بارداری و همچنین جواب آزمایش شربتماه
باشد(، سپس اطلاعات پایانی و هفته بیست و هشتم می هایماه

امل مؤثر بر پیدایش دیابت فاکتورها و عونیاز اولیه شامل مورد
( و همچنین نتایج خونها: سن و وزن و قندبارداری تورودی

 Oral Glucoseگلوکز ت تست تحمل حاصل از

Challenge Test )OGCT  از بارداری  28-24در هفته
ها استخراج ( از پروندهتشاخصی برای تعیین خروجی سیستم

بر  OGT (Oral Glucose Test)گردید. نتایج تست
 تواند تحلیل شود. اساس استانداردهای مختلف می

روش تحلیلی به کار گرفته شده در این مقاله مربوط به انجمن 

( American Diabetic Associationدیابتی آمریکا ت
ADA [.10باشد ]می 

شده نرمالداده ستخراج  شده و پس از آمادههای ا سازی سازی 
صبی و در برای پیاده Matlabافزار در نرم شبکه ع سازی در 

خت تصطططمیم وارد  clementineافزار نرم برای ترسطططیم در
درصططد برای  20ها برای آموزش و از درصططد داده 80گردید. از 

های به کارگرفته تست استفاده شد و برای سنجش کارایی روش
های درست محاسبه گردید. در ادامه صحت یا درصد پاسخ شده،

 پردازیم.کار می به شرح مختصری از مراحل

 هاي عصبی مصنوعیشبکه

ستمشبکه سی های دینامیکی هستند که با پردازش های عصبی 
ها را ، دانش یا قانون نهفته در ورای دادههای تجربیروی داده

ها براسططاس کنند. این سططیسططتمبه سططاختار شططبکه منتقل می
 های اولیه و جدید ارائه شططده به آن قوانینمحاسططبات روی داده

. پردازش هایی هوشمندی هستندگیرند و سیستمکلی را فرا می
شبکه سان دارداطلاعات در  شابه مغز ان شی م صبی رو  .های ع

این شططبکه از تعداد زیادی از عناصططر پردازشططی به هم پیوسططته 
[. 12کنند ]ها( تشکیل شده که به صورت موازی کار میتنورون
شمند میشبکه صبی هو ها و ارتباط لیل دادهتوانند با تحهای ع

های پنهان علم و روابط های واقعی، جنبهبین ورودی و خروجی
شف نماید. این دانش از وزنپنهان در پس داده هایی که ها را ک

 [.20دهد قابل استنتاج است ]به شبکه عصبی اختصاص می
شامل:شبکه  سه لایه  صنوعی از معماری  صبی م لایه  های ع

هر لایه شططامل . تشططکیل شططده اسططت ورودی، پنهان و خروجی
سپترون چند لایه کاربرد تعدادی نورون یا گره می شد. مدل پر با

آمیزی در حل برخی مسططائل از جمله شططناسططایی الگو و موفقیت
[. شططمایی از شططبکه سططه لایه به کار برده 21تخمین تابع دارد ]

شکل شده در این مقاله با ورودی و خروجی شان  1هایش در  ن
 .ه استداده شد

 

 
 

 هاي عصبی سه لایه: معماري شبکه1شکل 

باشند. در در هر بیماری عوامل متعددی در پیدایش آن دخیل می
، بین فاکتورهای اصلی در پیدایش دیابت بارداری همچون سن

خون ، فشار، عوامل محیطی، سابقه فامیلی، فرزند چندم بودنوزن
و سن بارداری  ، سه عامل قند خون ناشتا در اوایل بارداریو غیره
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مرجع پزشکی در بالاترین اولویت برای  و وزن با استناد به کتو
بینی با استفاده از شبکه [. به منظور پیش22توجه قرار دارند ]

سازی پیاده Matlabافزار عصبی مصنوعی که با استفاده از نرم
 عنوان به از پرونده بیماران استخراج شده پارامتر 3 گردید،

یه ورودی ها در لانرون اعمال شد. شبکه به آموزش برای ورودی
برای آموزش شبکه، پس از . باشدمشخصات بالینی بیمار می

ها به ، مقادیر خروجی به ازای ورودیهای ورودیدادهمعرفی 
. پس از آموزش شودسیستم معرفی شده و آموزش شبکه آغاز می

توان ، میدنیای واقعی هاییخروجشبکه با استفاده از ورودی و 
های جدید تیجه در ازای ورودیاز شبکه عصبی برای گرفتن ن

باشد هر ورودی دارای یک مقدار حقیقی از خروجی می بهره برد.
و در شبکه عصبی هر واحد خروجی یک تابع خطی از ورودی آن 

های عصبی مصنوعی توابع خطی پارامترهایی در شبکه .است
ها را برای رسیدن به حداقل خطا در آموزش توان آندارند که می

ها ای از نمونهشبکه را توسط مجموعه توانیمتنظیم نمود. 
تا پیدا کردن بهترین مقدار پارامترها  و این کار را آموزش داد

ان خطا در شبکه برسیم انجام دهیم تا در نهایت به کمترین میز
[23.] 
ارداری ببینی ریسک ابتلا به دیابت در مرحله اولیه برای پیش  

خطا در  از یک شبکه روبه جلوی با ناظر با الگوریتم پس انتشار
توانند از توابع ها می. نرونافزار متلو استفاده شده استنرم

 یجمحرک متفاوتی جهت تولید خروجی استفاده کنند که از را
نت توان به توابع لگاریتم سیگموئیدی، تانژاها میترین آن

رد سیگموئیدی و تابع محرک خطی اشاره کرد. تابع تحریک مو
باشد ی( م1ت یگموئیدیساین تحقیق از نوع لگاریتم استفاده در 

 نماید.که مقادیری بین صفر ویک تولید می

 

 
 

های مختلف آموزش به روش پس انتشار خطا، از میان روش 
تر در آموزش الگوریتم لونبرگ مارکوارت، به دلیل همگرایی سریع

های با اندازه متوسط، برای استفاده در تحقیق حاضر شبکه
انتخاب شده است. در این روش از مشتق اول تگرادیان( و مشتق 

شود. ا استفاده میدوم موسوم به هسین برای اصلاح پارامتره
های شبکه و مقادیر بایاس را در الگوریتم پس انتشار خطا، وزن

دهد که تابع عملکرد با سرعت بیشتری کاهش جهتی تغییر می
بینی ریسک ابتلا به [. مشخصه هدف این مسئله پیش24یابد ]

به معنای ریسک کم و  1و  0که با مقادیر  دیابت بارداری است
دهی شده است؛ بنابراین تنها یک زیاد، مقدار ریسک ابتلای خیلی

نرون برای لایه خروجی وجود خواهد داشت. با نتیجه خروجی 
شود. در رسانی میابتلا به بیمار اطلاع ( وجود خطر بالای1ت

، ممکن است در صورتی که فرد از این هشدار چشم پوشی کند
. این در یردهای باقی مانده از بارداری در معرض ابتلا قرار گماه

حالی است که در صورت توجه به این هشدار و با در نظر گرفتن 
توان ، مییک رژیم غذایی مناسو و تحت نظر قرار گرفتن بیمار

شبکه با از ابتلا و عوارض حاد در پی آن جلوگیری به عمل آورد. 
مقادیر مختلف آموزش داده شده و میزان خطا در پایان هر تکرار 

تعداد شود. ها استخراج میده است و بهترین پاسخگیری شاندازه
 .گره در لایه ورودی و خروجی بستگی به مورد تحت بررسی دارد

 Multi-Layerهای تها در لایه میانی در اکثر شبکهتعداد نرون

Perceptron )MLP  با آزمایش و خطا در تکرار الگوریتم
تحقیقات ترین روش در اکثر آید که مناسوآموزش به دست می

 ها در لایه مخفی است.تعداد نرون n .علمی معرفی شده است
یکی از مشکلات مهم و دشوار تعیین تعداد بهینه لایه پنهان و 

توان با روشی است که می ها است. روش آزمون و خطاتعداد گره
آن بهترین ساختار شبکه را تعیین نمود. برای پیدا کردن تعداد 

داشتن حداقل خطا، الگوریتمی توسط  پنهان و ها در لایهگره
Hirose  و همکاران پیشنهاد گردید که با تغییر تعداد گره پنهان

یابد تهر رسیدن به حداقل مقادیر خطا ادامه میبه صورت پویا و 
یا  MSE(Mean Squared Error)آن تکراری که در 

 [.23مربع خطا کمتر از مقدار از پیش تعیین شده باشد( ]متوسط 

( و Rدارای مقادیر رگرسیون ت ، شبکهnبه ازای هر مقداری از 
متفاوتی  Mean Squared Error )MSEحداقل مربعات ت

بهترین پاسخ را برای سیستم  =8nاست که این میزان به ازای 
نشان داده شده است،  1همان طور که در جدول  فراهم نمود.

بکه های پنهان در شبرای تعداد مناسو گره =8nتعداد 
و این شبکه دارای کمترین پیشنهادی در نظر گرفته شده است 

 باشد. پسمی Rمیزان خطای مجذور مربعات و بیشترین مقدار 
 91/0مقادیر  واقعی، مقادیر با شده بینیپیش مقادیر مقایسه از

 آمده دست به خطا یا مقدار MSEبرای  07/0و مقدار  Rبرای 

بینی با استفاده از برای پیشمطلوب  نشانگر عملکرد که .است
 باشد. توان دوم همبستگی خطی راشبکه عصبی مصنوعی می

نامند و روابط با ضریو تعیین بالاتر و یا ضریو تعیین می( 2Rت
 شوندمیمیانگین مربع خطای کمتر به عنوان مدل برتر انتخاب 

[23.] 
 

 (1فرمول ت
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 گره پنهان: نتيجه تغيير در تعداد 1جدول 

 [0،1] MSE  

9198/0 0738/0 8 n= 

7744/0 1543/0 9 n= 

5921/0 1365/0 10 n= 

 

 

 : بهترین معماري شبکه2شکل 

نرون در لایه  8پس از انتخاب بهترین معماری و ساخت شبکه با 
پس شود. آغاز می(، فرآیند آموزش و تست مدل 2تشکل  پنهان

ها مدل شبکه عصبی مصنوعی از نوع شبکه سازی دادهاز آماده
، با MLPهای گردید. شبکه از نوع شبکه عصبی پیشخور ایجاد

 Back Propagation) BPقانون یادگیری خطای تصحیو ت
مدل یادگیری پس [. 21باشد ]از نوع آموزش با سرپرست می

ی پرکاربرد و موفق است و افزار( یک مدل نرمBPانتشار خطا ت
های موجود بیشتر مورد توجه تحقیقات قرار در میان تمام مدل

 [.25گرفته است ]
BP  روش جستجو گرادیان است که خطای سیستم و یا نرخ

رساند. هر الگویی از ورودی ( را به حداقل میMSEمربعات خطا ت
های ارزش گره BPشود. به شبکه ارائه و آموزش شبکه آغاز می

های پنهان خطا را تعیین کند و در گرهتعیین میخروجی را 
ها بر مبنای کاهش وزن یروزرسانبهنماید، پس از آن به می

عصبی  یهاشبکهپردازد. خطای محاسبه شده در هر مرحله می
استفاده  سازی دانش تجربی برایمصنوعی میل طبیعی ذخیره

ها و دانش تواند دادهمی شبکه عصبیمجدد از آن در آینده دارند. 
گذشته را ذخیره کند و پس از یادگیری آن را برای استفاده مجدد 

 [.23در دسترس قرار دهد ]
پس از آموزش شبکه، خطای سیستم از روی خروجی مشخص 
داده شده توسط کاربر تخروجی واقعی( و خروجی تعیین شده از 

 [.24] گرددسوی مدل تعیین می

 گيريمتصمي درخت
بندی و های محبوب و متداول برای دستهبندییکی از طبقه

سازی آن آسان، ساده و تفسیر نتایج باشد که پیادهبینی میپیش
. درختان تصمیم قادر به تولید توصیفات قابل پذیر استآن امکان

ای هستند درک برای انسان از روابط موجود در یک مجموعه داده
بینی خود را در قالو قوانینی که از نظر پارامترهای آماری و پیش

کنند. این روش یادگیری برای توابع برازش مناسبی دارند ارائه می
رود و به کشف دانش کمک های خطادار به کار میدادهگسسته و 

در ارتباط  یکاودادهیکی از ابزارهای یم [. درخت تصم26کند ]می
تصمیم  ها در دنیای واقعی درختبا حل مشکلات بیماری

است. درخت تصمیم مجموعه Decision Tree) DTت
گیری کند. یک درخت تصمیمبندی میهای دیابت را طبقهداده

ها از داده یامجموعهمناسو با استفاده از  بندییک مدل طبقه
ای از داده ها برای کمک ها از میان مجموعهویژگی[ 27باشد ]می

شوند. توزیع کلاس به صورت گیری استخراج میبه تصمیم
به  0دیابت بارداری و کلاس  به معنی ابتلا به 1کلاس با مقدار 

باشد. مراحل الگوریتم درخت معنی دیابت حاملگی منفی می
ها از گیری به شرح زیر است: پس از وارد کردن ورودیتصمیم

اطلاعات حاصل از تقسیم بر  ها، برای هر ویژگیمجموعه داده
روی آن ویژگی را نمایش داده و بهترین را از میان صفات پیدا 

گیری و تقسیم بر روی نماید. در نتیجه انتخاب گره تصمیممی
گیری شود. پس از انتخاب نود تصمیمبهترین ویژگی انجام می

ها و تقسیم شدن زیر شاخه یک الگوریتم بازگشتی بر روی
ها در بهترین ویژگی انجام شده و آن گره به عنوان گره شاخه

[. در این مقاله، از الگوریتم 24شود ]فرزند به درخت اضافه می
. کاوی استفاده شده استبرای داده C4.5درخت تصمیم 

 هسته مرکزی فرآیند کشف دانش از پایگاه داده یکاوداده
 Knowledge Discovery in Database )KDDت

های باشد که به پیدا کردن الگوها و قواعد از بین پایگاه دادهمی
گیری و [. درخت تصمیم قوانین تصمیم28کند ]بزرگ کمک می
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توان قوانین کند و میهای پر از نویز فراهم میبرای داده کنترل را
، مودهای داده بزرگ را درک نو الگوهای منظم در پس پایگاه

تواند به راحتی توسط کاربر نهایی زیرا ساختار درختی شکل می
تر کمک نماید. با تحلیل گیری دقیقدرک شده و به تصمیم

و بررسی اثر سه  C4.5)clementineاطلاعات با نرم افزار ت
ورودی بر خروجی، پارامتر سن از ضریو تأثیر بالاتری بر روی 

صمیم بر اساس سن به خروجی برخوردار بود و ریشه درخت ت
بندی نتایج در مدل درخت تقسیم گردید. دقت طبقه هارشاخهیز

برآورد شده که کارایی قابل توجهی  930/0حدود  یریگمیتصم
 دهد.نشان می برای مدل را

 

 نتایج
های عصبی جهت سنجش عملکرد این به طور معمول در شبکه

شود. نتایج یای استفاده مهای ارزیابی ویژهها از شاخصشبکه
 .است 2های مذکور به صورت جدول ارزیابی شاخص

 
 هاي عملکرد در شبکه عصبی: نتایج شاخص2جدول 

 
 
 

های درست بینیمیزان صحت یا عملکرد شبکه بیانگر تعداد پیش
درصد  88باشد و صحت بیشتر از ها میبینیبه تعداد کل پیش

شبکه دهی بوده و لذا عملکرد حاکی از عملکرد خوب در پاسخ
 ، مد و کمترین مربع خطاطراحی شده قابل قبول است. بایاس

های دیگری هستند که بزرگی خطا شاخص (2،3،4های تفرمول
ها توان آنسنجی مدل میو برای تست اعتبار دهندرا نمایش می

تر بینی مناسورا از روابط زیر محاسبه نمود. روشی برای پیش
 ها در آن کمتر باشد.این شاخصیر است که مقاد

 

MAD=  

 

BIAS=  

 
MSE(θ^)=E[(θ^−θ)2]. 

 

مقادیر محاسبه شده از صحت عملکرد در دو روش شبکه عصبی 
نشان داده شده است که بیانگر  3و درخت تصمیم در جدول 

 عملکرد قابل قبول از دو روش در کاربرد را دارد.
 

 

 مقادیر صحت در درخت تصميم و شبکه عصبی: 3جدول 

 

با توجه به مقادیر خروجی برای میزان خطای محاسبه شده برای 
های عصبی مصنوعی و درخت تصمیم، نمایانگر درصد شبکه

باشد که بسیار به هم خطای قابل پذیرشی برای هر دو روش می
های های کاربردی فراوانی برای پیش بینیروش نزدیک هستند.

های خبره، رگرسیون دقیق مانند شبکه عصبی مصنوعی، سیستم
گیری وجود دارد. به نظر خطی و لجستیک و درخت تصمیم

مقاله کاوی مورد استفاده در این های دادهرسد که روشمی
گیری( دارای مقادیر قابل های عصبی و درخت تصمیمشبکهت

بینی برخوردارند و این از سطو خطا و دقت برآورد در پیش قبولی
مقدار در مقایسه با نرخ خطای محاسبه شده در نتایج سایر مقالات 

های پزشکی، گویای مقادیر بینی در تشخیصبرای پیش
را دارد که  یکاودادههای برای کاربرد روش یرشپذقابل
 .ی استفاده شوندبینتوانند به عنوان ابزاری جهت بهبود پیشمی

 

 گيريبحث و نتيجه
های عصبی که بیانگر صحت دو رویکرد شبکه 3مطابق با جدول 

گیری کرد که هر دو توان چنین نتیجهو درخت تصمیم است می
 93درصد و  90روش از مقادیر قابل پذیرش و نزدیک به هم ت

درصد( برخوردارند و هر دو روش از توانمندی و کارایی لازم در 
ای شود در مسائل پیچیده. پیشنهاد میتشخیص برخوردارند امر

های حقیقی در تحقیق وجود دارد از که امکان دسترسی به داده
 شفطشافی در کططهای اکتوریتمطالگ کاوی وهای دادهنیکطتک

مند شویم. در روابط بین متغیرها بهره های پنهان دانش وجنبه
آمیز در تشخیص مقایسه با تحقیقات مشابه قبلی، موارد موفقیت

شود؛ های قلبی و گوارشی یافت میدیابت قندی و برخی بیماری
ای به تشخیص دیابت بارداری توجه نموده است. اما کمتر مقاله
فراوانی ، درخت تصمیم از کاربردهای یکاودادههای در بین روش

بینی برخوردار است. از موارد استفاده از درخت تصمیم در پیش
در سال "آنالیز مدل درخت تصمیم در دیابت قندی»توان به می

درخت  زیاشاره نمود که در آن ادعا شده با استفاده از آنال 2016
 Matlab, wekaافزار که در نرم j48 یبندو دسته میتصم

است. از آنجا  به دست آمده یدرصد 87/99، صحت انجام گرفت
 یقبل از ابتلا مزمن است بهتر است یماریب کی یقند ابتیکه د

 اطهژن زیالطآن با وانطتیو م ردیورت گطص یریطشگیافراد به آن پ

Method Accuracy 

DT(Clementine) 930/0 

ANN(Matlab) 906/0 

Accuracy BIAS MAD MSE 

906/0 0004/0 0161/0 074/0 

 (3فرمول ت

 (4فرمول ت

 (2فرمول ت
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[. 29]و پیشینه دیابت از ابتلا به آن جلوگیری به عمل آورد 
عصبی  آمیز استفاده از شبکهموفقیتتوان به کاربرد همچنین می

های مقایسه الگوریتم های پزشکی همچونبینی و کاربرددر پیش
د اشاره نمو 2014کاوی در تشخیص دیابت قندی در سال داده

ترین کاوی درخت تصمیم و نزدیکداده که از روش های
 Adaptive Neuro-Fuzzyهمسایگی و انفیس ت

Inference System) ANFISبرده که نتایج آن حاکی  بهره
عصبی( در تشخیص و در -از صحت بیشتر روش انفیس تفازی

ای با عنوان [. همچنین در مقاله30باشد ]درصد می 80حدود 
ی در تشخیص دیابت کاودادهآنالیز تکنیک های مختلف "

درصد و در  86بینی در درخت تصمیم حدود صحت پیش "قندی
 [.31زده شد ]درصد تخمین  74شبکه عصبی حدود 

های ، شبکههای مختلف با استفاده از درخت تصمیمبرای داده  
های کاوش در داده همچون عصبی و استفاده از سایر روش

توان ترین همسایگی میهای تکاملی ژنتیک، نزدیکالگوریتم
ها را استخراج نمود و به الگوهای متفاوتی، متناسو با آن داده

س آن اطلاعات رسید. بررسی این کشف الگوهای پنهان در پ
های مناطق اقلیمی مسئله خود جای تحقیقات بیشتر بر روی داده

ها دارد. در مختلف و مقایسه عوامل مؤثر در نتیجه خروجی آن
گرفته  این تحقیق سه فاکتور مؤثر در پیدایش بیماری در نظر

های در نظر گرفته شده را با در نظر توان ورودیشده که می
های دیگری چون ن سایر عوامل ورودی همچون تأثیر متغیرگرفت

خون را با افزایش تعداد سابقه فامیلی و محل زندگی و فشار
های شود تکنیکگیری می. در انتها نتیجهها گسترش دادنمونه
تر و آنالیز روابط های داده بزرگکاوی توانایی تحلیل پایگاهداده

ها در در صورت دسترسی به داده توانها را دارد و میبین داده
ها ها و نتایج خوبی را استخراج نمود و از آنمراکز درمانی، تحلیل

بینی استفاده نمود. یار در تشخیص و پیشبه صورت تصمیم
کاوی در مورد سایر های دادهشود از روشپیشنهاد می

هایی که تشخیص زود هنگام در درمان آن حائز اهمیت بیماری
از آنجا که زنان باردار مبتلا به دیابت بارداری  .اده نموداست استف

ممکن است به دیابت نوع دوم در زندگی آینده خود مبتلا شوند 
و آمارها از افزایش سالانه تعداد افراد مستعد به ابتلا گواهی 

دهند، لزوم توجه و پیشگیری از آن قابل تأمل است. در صورت می
شخیصی هوشمند و استفاده از های تاستفاده فرد از سیستم

، بیمار های پیچیدههای مناسو در کشف روابط در بیماریتحلیل
توانید به بررسی خود بدون مراجعه حضوری با پزشک به می

خصوص در مناطق دور افتاده پرداخته و از ابتلا به دیابت بارداری 
، مدیریت و عوارض حاد آن جلوگیری به عمل آورد، که در نتیجه

بینی به موقع را میسر ساخته و با هشدار و د بیمار و پیشخو
های پزشکی و درمانی کمک پیشگیری به موقع به کاهش هزینه

نموده و مانع از افزایش تعداد مادران و کودکان دیابتی در جامعه 
شود و این مهم خود یکی از تأثیرات و فواید فناوری اطلاعات می

 باشد.در عصر مدرن می
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Original Article 

 

Introduction: Nowadays, in this industrial modern world, the incidence of chronic diseases has been 

significantly increased. Gestational diabetes mellitus is one of the major health problems that if not 

treated, it will cause serious complications for mother and her child. The purpose of this research was 

to find ways for determining the risk of gestational diabetes mellitus and making early diagnosis to 

prevent it in the initial stages of pregnancy. 

Methods: This applied-survey research used two approaches of neural network and decision tree in 

experimental analysis of data and prediction. The extracted data were normalized and analyzed through 

Matlab software. 

Results: The results showed that data-based method is effective in improving the accuracy of 

prediction and has good performance in discovering implied knowledge and diagnosis of hidden 

relationships among data. In both methods, decision errors were acceptable and very close to each 

other. 

Conclusion: Based on the obtained results, data mining methods can be used in health centers for less 

familiar diseases in order to achieve on-time diagnosis, patient management and to decrease treatment 

costs. 

 

Keywords: Data mining, Artificial Neural Network, Decision Tree, Gestational diabetes mellitus, 

Diagnosis 
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