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 مقاله پژوهشی  

از موضوعات مهم در علم  یکیبه عنوان  نهیسرطان س صیتشخ تیشکل سرطان در زنان است. اهم نتریجیرا نهیسرطان س مقدمه:

العادهفوق تینوع درمان از اهم یرگیدر جهت هانهیبودن سرطان علاوه بر کاهش هز میبدخ ای مخیخوش صی. تشخشودیمطرح م یپزشک
 را داشته باشند. نهیسرطان س یماریب ینبیشیپ تیاست که قابل کاویبر اساس داده هاییمدل ائهپژوهش ار نیبرخوردار است. هدف از ا ای

 یریادگیداده  گاهیموجود در پا ریمتغ 9رکورد مستقل شامل  683داده آن شامل  گاهی. پاباشدیم یلیتحل-یفیمطالعه از نوع توص نیا روش:

سرطان  یکلاس بند یبرا LVQ یو شبکه عصب نیزی، بپرسپترون یمصنوع یعصب هایشبکه مقاله، از نی. در اباشدیم UCI نیماش
 جهت آزمون استفاده شد.  ماندهباقی %20 از و آموزش جهت هاداده %80استفاده شده است. از  میو بدخ مخیوشبه دوکلاس خ نهیس

 مخیحالت خوش نیقرار گرفتند. در بهتر یمختلف مورد بررس هاییمتفاوت با معمار یعصب هایشبکه هاداده پردازششیپس از پ :نتایج

با  بیده بار تست به ترت نیانگیبا م نیزیو ب LVQ یو شبکه عصب هیپرسپترون چند لا یعصب هایبودن سرطان را در شبکه مخیبد ای
 ترموفق یماریب صیدر تشخ نیزیب یکه شبکه عصب دادنشان  مطالعه هایی. بررسشد ینبیشیپ %3/98و  %6/97و  %5/97 هایدقت
 .است

شانس  ها،نهیضمن کاهش هز یماریبه موقع ب صی. تشخباشدیزنان م نبی در هاسرطان نتریعیاز شا یکیسرطان پستان  گيري:نتيجه

توانست با استفاده از  ،یکاوداده هایبه کمک روش یماریب صیمطالعه ضمن تشخ نی. در ادهدیم شیرا افزا ماریب زآمیتیدرمان موفق
 .دابیدست  یماریب صیتشخ رد ییبه دقت بالا نیزیب یشبکه عصب

 

 یداده کاو، LVQپرسپترون،  یشبکه عصب ،یمصنوع یسرطان پستان، شبکه عصب ها:كليد واژه
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  مقدمه مقدمه 
است که  میتومور بدخ کی( Breast cancer) سرطان پستان

، مانند جهش یکیبه علت اختلالات ژنت نهیبافت س هایسلول
و  شدگیجاجابه ،یحذف، بازسازمان ،یکروموزوم شیافزا

شدن  میشروع به تقس یکنترل چیبدون ه یکروموزوم یتکرارشدگ
. امروزه سرطان پستان، مشکل [1] ندآییوجود مه کرده و ب

. [2] شودیزنان در سراسر جهان محسوب م یعمده برا یبهداشت
 هاییسرطان نتریجیاز را یکیمتحده  الاتینوع سرطان در ا نیا

سرطان  نیا رانیدر ا .[3] شوندیاست که زنان به آن مبتلا م
زنان است که  انیداده شده در م صینوع سرطان تشخ نیاول
 ،[4] دهدیرا به خود اختصاص م هایمیاز همه انواع بدخ 4/24%

 100در  22 یرانیبروز سرطان پستان در زنان ا زانیم نچنیهم
 باشدیهزار نفر م 100در هر  120آن  وعیش زانیهزار نفر و م

موضوع  یمختلف هایاز جنبه راًی. اگرچه سرطان پستان اخ[5]
 سرطان در جهان قرار پژوهشی مراکز اغلب در  گسترده قاتیتحق

. سن [6]همچنان ادامه دارد  قاتیحال تحق نیبا ا یگرفته، ول
 یسالگ 49تا  40 نیب رانیاز سرطان پستان در ا یناش ریمومرگ

 60تا  55 نیب شرفتهیسن در کشورهای پ نیا که یاست، درحال
از کشورهای  ترنییحداقل ده سال پا رانیدر ا نیبنابرا ؛است

در  نس نیاست و با توجه به نقش محوری زنان در ا شرفتهیپ
صدمات  مارییاز ب یناش یو ناتوان ریموخانواده و جامعه، مرگ

اگر چه در ده  [7] کندیبه جامعه و خانواده وارد م رییناپذجبران
مرگ زانیم یول ،بالا بوده اریبس یماریب نیا وعیسال گذشته ش

سرطان پستان بر . [8]است  افتهیکاهش  یماریب نیبر اثر ا رومی
 بندیطبقه مخیو بد مخیدو دسته خوش بهاساس نوع خطر آن 

 ،کنندیرشد م یعیرطبیبه طور غ مخیخوش های. تومورشودیم
 نیاز ا یحال برخ نیدر ع شوندمی فرد مرگ باعث ندرتبه یول

دهند  شیخطر ابتلا به سرطان پستان را افزا توانندیم زنی هاتوده
به منظور  یاوکداده هایاستفاده از روش ریاخ های. در سال[9]

قرار گرفته  نیاز محقق یاریمورد توجه بس ها،یماریب صیتشخ
به  یمصنوع یعصب هایمختلف، شبکه هایروش نیاست. در ب

برخوردارند.  یاژهیو تیخود از محبوب یساختار تیماه لیدل
Werner یسرطان پستان بر رو صیتشخ یو همکاران برا 

ند و استفاده کرد کیژنت تمیاز الگور نیسکانسیمجموعه داده و
 دندیرس %32/96به دقت  یواقع یبا خروج یخروج سهیپس از مقا

[10]. 
و  نیسکانسیو همکاران از دو مجموعه داده و یسروستان  
شبکه نیب هاییسهیکردند و مقا استفاده رازیش ینماز مارستانیب

( Multi Layer Perceptron) یمصنوع یعصب های

MLP ، (Self Organization Map )SOM  ،
(Probabilistic Neural Network) PNN و
(Radial Basis Function Networks) RBF یبرا 

 یرتراز ب یآن، حاک جیسرطان پستان انجام دادند و نتا صیتشخ
 .[11] ودب یماریب نیا صیدر تشخ RBFو  PNN هایشبکه

 Salama بر  میساده و درخت تصم نیزیو همکاران از روش ب
استفاده کرده و به  نیسکانسیو مارستانیمجموعه داده ب یرو
پور و  رانیا. [12] دندیرس %15/93و  %97/92به دقت  بیترت

 Support Vector) و RBF یهاهمکاران از شبکه

Machine ) SVM سرطان پستان استفاده  صیتشخ یبرا
 .[13] دندیرس %1/98کردند و به دقت 

مجموعه داده  یبر رو یسازادهیپ جینتا گرید یامطالعه در  
و  RBF یشبکه عصب ن،یزیدر روش ب نیسکانسیو مارستانیب

 %97/92و  %67/93،  %61/92به دقت  بیبه ترت میدرخت تصم
 .[14] است افتهیدست 

خوش صیتشخ یمورچگان برا تمیو همکاران از الگور یگنج  
95بودن سرطان پستان استفاده کردند و به دقت  میبدخ ای مخی
 .[15]اند دهیرس %

Zhou تمیالگور بیو همکاران از ترک c4.5 یهاو شبکه 
مبتلا به  مارانیب بندیاستفاده کردند و توانستند دسته یعصب

 .[16]انجام دهند  %94سرطان پستان را با دقت 
بودن سرطان پستان  میخبد ای مخیخوش نییبرای تع زادهیومیق

( و شبکه پرسپترون SOM) سازماندهخود یشبکه عصب بیاز ترک
 از سازمانده،خود شبکه در. اند( استفاده کردهMLP) هیچند لا
 .[17] شودیبرای آموزش استفاده م یرقابت رییادگی روش

 یکیولوژیو ب ینیبال شتریمربوط به سرطان ب قاتیتحق اگرچه  
شده  لیتبد جیامر را کیبه  یآمار قاتیاما استفاده از تحق ؛است

 یماریب یکیولوژیو ب ینیبال یهابه فاکتور شتریاست. توجه ب
1به اندازه  یحت یماریب نیا ترقیدق صیسرطان پستان و تشخ

د دوره و رون افتهی شیافزا ماریباعث خواهد شد که شانس بقاء ب %
 مطالعه که با هدف نیلذا در ا ؛شود یط یشتریدرمان با سرعت ب

سرطان پستان  یماریبودن ب مخیبد ای مخیخوش صیتشخ
مختلف تلاش  یعصب هایصورت گرفته است، با استفاده از شبکه

را نسبت به مطالعات مشابه  یماریب صیکه دقت تشخ شد
 .  دده شیافزا

 

 روش  
 یرهایاست که بر اساس متغ تحلیلی ،از نوع توصیفی این مطالعه

ر خوشاز نظ نهیسرطان س یماریب تیوضع گوییشیبه پ یورود
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 نیمورد استفاده در ا هایپردازد. دادهیبودن م میبدخ ای مخی
مبتلا به سرطان  مارانیپژوهش از مجموعه داده مربوط به ب

 یریادگیموجود در انبار داده  ن،یسکانسیو مارستانیبپستان 
[. بانک 18شده است  ] نیمأت ایفرنیکال ن،یرویدانشگاه ا نیماش

. در باشدیپارامتر م 9نمونه با  699منبع شامل  نیا یاطلاعات
 .ستین لـکام یهایژگـیو ینمونه دارا 16وعه ـمجم نـیا

در 9*683 سیرمات کی توانیمنبع را م نیا هایداده تیدر نها 
نفر سرطان  444 یعنی مارانیب نیا %65تعداد  نینظر گرفت. از ا

 نهیس میخنفر مبتلا به سرطان بد 239 یعنی %35و  مخیخوشه ب
 توانندیهستند که م یپارامتر 9 سیماتر نیا هایبوده اند. سطر

 1جدول  .ندیبودن سرطان را مشخص نما مخیبا بد مخیخوش
هر  راتییسرطان پستان و دامنه تغ یماریب صیتشخ یپارامترها

 یماریب یفیتوص یهاآماره 2جدول  زنی و [18-20] هااز آن کی
 دهد.یرا نشان م

 

 
 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 سرطان پستان صيدر تشخ يورود يرهاي: متغ1جدول 

Domain Attribute 
10-1 Clump Thickness 
10-1 Uniformity of Cell Size 
10-1 Uniformity of Cell Shape 
10-1 Marginal Adhesion 
10-1 Single Epithelial Cell Size 
10-1 Bare Nuclei 
10-1 Bland Chromatin 
10-1 Normal Nucleoli 
10-1 Mitoses 

 هاي توصيفی سرطان پستان به تفکيک ویژگی: آماره2جدول 

 Means±SD كلاس نام ویژگی

 ضخامت غده
 96/2 ± 673/1 خیمخوش

 19/7 ± 438/2 بدخیم
 44/4 ± 821/2 مجموع

یکنواختی 
 اندازه سلول

 31/1 ± 856/0 خیمخوش
 58/6 ± 724/2 بدخیم
 15/3 ± 65/3 مجموع

یکنواختی 
 شکل سلول

 41/1 ± 957/0 خیمخوش
 58/6 ± 569/2 بدخیم
 22/3 ± 989/2 مجموع

چسبندگی لبه
 ها

 35/1 ± 917/0 خیمخوش
 59/5 ± 197/3 بدخیم
 83/2 ± 865/2 مجموع

اندازه سلول 
 مخاطی منفرد

 11/2 ± 877/0 خیمخوش
 33/5 ± 443/2 بدخیم
 23/3 ± 223/2 مجموع

 نوکلئی لخت

 35/1 ± 178/1 خیمخوش

 63/7 ± 117/3 بدخیم

 54/3 ± 644/3 مجموع

 رنگینه ملایم

 08/2 ± 062/1 خیمخوش

 97/5 ± 282/2 بدخیم

 45/3 ± 450/2 مجموع

 نوکلئی نرمال
 26/1 ± 955/0 خیمخوش

 86/5 ± 349/3 بدخیم
 87/2 ± 053/3 مجموع

تقسیم هسته 
 سلول

 07/1 ± 510/0 خیمخوش
 60/2 ± 564/2 بدخیم
 60/1 ± 733/1 مجموع

 [
 D

ow
nl

oa
de

d 
fr

om
 jh

bm
i.c

om
 o

n 
20

26
-0

1-
30

 ]
 

                             3 / 13

https://jhbmi.com/article-1-208-fa.html


 دهقان و همکاران  مدل سازي سرطان پستان

 

 278-266 ):4(4; 2018 Informatics Biomedical and Health of Journal 269 

 

 داده كاوي
به فرایند استخراج دانش ناشناخته، درست، و بالقوه مفید از داده، 

اما بدون ارزش می ؛ها اغلب حجیمشود. دادهکاوی گفته میداده
کند. روشها را قابل استفاده میها آنباشند. دانش نهفته در داده

 توان به صورت بدون ناظرکاوی را میهای داده
(Unsupervised learningو با ناظر ) (Supervised 

learningهایی در بین کاوی در پی ساختار( در نظر گرفت. داده
( به Clustering) بندیباشد که روش خوشهها میمتغیر

 نیدر ا .[21،22] شودترین روش شناخته میعنوان معمول
 ینبیشیمختلف به منظور پ یپژوهش از سه نوع شبکه عصب

به کمک شبکه  سازیمدل .دیاستفاده گرد نهیسرطان س یماریب
در  (Multilayer perceptron) هیپرسپترون چند لا یعصب

 هایساختار ترینکارآمد و ترینپژوهش ا از ساده نیمرحله اول ا
 پرسپترون مدل نام به سازیمدل در استفاده برای پیشنهادی

ساختار شبکه  1شکل  ( استفاده شده است.MLP) چندلایه
است را  هیلا 3پژوهش که از نوع  نیمورد استفاده در ا یعصب

 دهد.  ینشان م
 

 

 
 استفاده در این مطالعه: معماري شبکه عصبی پرسپترون چند لایه مورد 1شکل 

 

که شود  محاسبه می  1تابع خروجی شبکه در لایه آخر با فرمول  
ــانo و h  در آن دهنده لایه نهان و لایه خروجی  به ترتیب نش

 .باشدمی هاهای لایههمان وزن wبوده و منظور از 
 

𝑂𝑖 = 𝑠𝑔𝑚 (∑ 𝑠𝑔𝑚 (∑ 𝑥𝑖𝑤𝑙𝑚
ℎ

𝑙

) 𝑤𝑚𝑖
𝑜

𝑚

)                 (1) 

 Sgm صورت زیر تعریف می      نیز ست که به  سیگموئید ا تابع 
 :گردد

 
 

𝑠𝑔𝑚(𝑥) =
1

1 + 𝑒−𝑥
              (2) 

 

 
پارامتر مندرج در  9تعداد ورودی شبکه مانند مطالعات مشابه 

 است. 2جدول 
های مسیست طورکلی برای بررسی میزان موفقیت و کارایی به

آشفتگی ماتریس  ها، ازبندی و تشخیص بیماریدسته
(Confusion) در  این ماتریسهای شود. تحلیلاستفاده می

 حالت مثبت حقیقی 4 بندی و تشخیص بیماران منجر بهدسته
(Positive True  یاPT) ،منفی حقیقی (True Negative 

 و منفی کاذب( FPیا  False Positive) مثبت کاذب (،TNیا 
(False Negative  یاFNمی ) .ن کانفیوژ از نتایج ماتریسشود

 تشخیص نوع بدخیم( و سه شاخص حساسیت )دقت سیستم در

خیم( و صحت تشخیص نوع خوش )دقت سیستم در ویژگی
بندی شدند( به صورت صحیح طبقه به )نسبت تمام مواردی که

 بندیهای طبقهبرای تحلیل عملکرد سیستم آید کهدست می
شبکه عصبی مختلف  90. پس از بررسی حدود شوداستفاده می

نرون در لایه  80و مربوط به زمانی بود که 0086/0کمترین خطا 
ها جهت داده %70ها از مخفی اول وجود داشت. در تمامی مدل

 %15( و Testها جهت آزمون )آن %15( و Trainآموزش )
 ( استفاده شده است.Validationمانده جهت اعتبارسنجی )باقی

الف خطای مربوط به هر یک از انواع معماری شبکه و  -2شکل
. دهدب بازدهی هریک از معماری مختلف را نشان می -2شکل
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 بازدهی مربوط به هریک از معماري ها -مختلف. ب پایينمعماري شبکه  90خطاي مربوط به تعداد  -: الف بالا2شکل 

 

 

 LVQ سازي با شبکه عصبی مصنوعیمدل

(Learning Vector Quantization) 
باشد. دارای دو لایه رقابتی و خطی می LVQشبکه عصبی 

در های ورودی را یاد گرفته و بندی کردن بردارلایه رقابتی دسته
های هدف های لایه رقابتی را به دستهنهایت لایه خطی کلاس

معماری  3کند. شکل که توسط کاربر تعیین شده نگاشت می
 [.23،24] دهد در این پژوهش را نشان می LVQهای شبکه

های لایه رقابتی و به ترتیب تعداد نرون 2Sو  1Sدر این شکل 
باشند. هردو لایه های بردار ورودی میتعداد عضو Rخطی و 

 [.25] ی یک نرون به ازای هر کلاس هستندرقابتی و خطی دارا
 

 
 مورد استفاده در این مطالعه LVQ: معماري شبکه عصبی 3 شکل

 

 
های با معماریLVQ شبکه عصبی  10در این مطالعه از 

 جهتبهترین معماری شبکه  استفاده شد تا بتوانمتفاوت 
داده  %80ها از . در تمامی شبکهتشخیص بیماری شناسایی شود

به  %10ها جهت اعتبارسنجی و آن %10جهت آموزش شبکه و 
برای  (Epochs) منظور آزمون استفاده گردید. تعداد تکرارها

و هم    LVQ1و از دو نوع الگوریتم یادگیری 30ها تمامی آن
LVQ2  های وضعیت خطای شبکه  4شده است. نمودار استفاده

ان های لایه رقابتی را نشعصبی مختلف در ازای تغییر تعداد نرون
 هلای در هاتعداد نرون انگریب یمحور افقاین نمودار در  دهد.می

در نظر گرفته شده است  100تا  10 نیب یرقابت است که عدد
 . دهدیا را نشان منمودار، خط یو محور عمود

 

 
دو  یخاص رفتار کل یدر موارد ءاز آن است که جز ینمودار حاک

به هم  هیشب میاز بدخ مخیسرطان خوش صیدر تشخ تمیالگور
انتخاب  90 یرقابت هلای در هاکه تعداد نرون ی. فقط زماناست

عملکرد  LVQ1متفاوت بوده و  تمیشده است رفتار دو الگور
با  که الزاماً دهدینشان م جینتا نیداشته است. همچن یبهتر
شبکه بهتر نشده  تیو ضع یرقابت هیلا هایتعداد نرون شیافزا

 30 یریادگی هیلا هایونکه تعداد نر یاست. به عنوان مثال زمان
که تعداد نرون یو زمان 04/0شبکه حدود  یخطا باشدینرون م

در  بوده است. 05/0از  شتریشبکه ب خطای است بوده 100 ها
 .به دست آمد 028571/0خطا با مقدار  نیکمتر تیوضع نیبهتر
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 LVQ2 و   LVQ1 الگوریتم  2هاي لایه رقابتی با : نمودار خطا مربوط به تعداد نرون4 شکل

 

دهد. های عصبی فوق را نشان میشبکهاز بین  LVQفرایند یادگیری بهترین شبکه عصبی  5شکل 
 
 

 
 

 خيم از بدخيمدر تشخيص سرطان خوشLVQ : فرایند یادگيري بهترین شبکه عصبی 5 شکل

 

 Bayesian) سازي به وسيله شبکه عصبی بيزینمدل

network)  
 یریـگان تصمیمـتم پشتیبـهای سیسروش یکی از روشاین 
مندی در مدل کردن روابط علی و معلولی باشد که ابزار قدرتمی
ای از احتمالات است. نکته بسیار مهم در مورد قالب شبکه در

شبکه عصبی بیزین این است که این روش به اطلاعات  روش

تواند با بلکه می ،تاریخچه کامل یک واقعیت نیاز ندارد دقیق و
ای کنندهقانع اطلاعات ناقص و غیردقیق نیز به نتایج استفاده از

بر  .تخمین وضعیت فعلی یا آینده یک سیستم دست یابد درزمینه
های عصبی سازی با استفاده از شبکهاین اساس سومین نوع مدل

استفاده  3ها از رابطه . برای توزیع وزنبیزین انجام شده است
 .شد

 

𝑦𝑘 = 𝑓𝑜𝑢𝑡𝑒𝑟 (∑ 𝑤𝑘𝑗
(2)

𝑚

𝑗=1
𝑓𝑖𝑛𝑛𝑒𝑟 (∑ 𝑤𝑗𝑖

(1)
+ 𝑤𝑗0

(1)
𝑑

𝑖=1
) + 𝑤𝑘0

(1)
)      (3) 

 
 

(1)
jiW  (2)و

kiW ها در لایه اول و لایه دوم به ترتیب باوزن 
(1) باشد ومی jلایه مخفی و  Iورودی 

j0w  بایاس برای واحد
تعداد واحد ورودی d  تعداد واحدهای مخفی، M. استj  مخفی

خطی  outerf(0)تابع . شاخصی برای واحد خروجی است K و

درروش . باشدتابع تانژانت هایپربولیک می innerf(0)است و 
میزان و شود ( استفاده می3)ها از معادله وزن بیزین برای توزیع

[.24]آیند به دست می 4های شبکه با قرار دادن در رابطه نوز

𝑃(𝑊|𝐷) =
𝑃(𝐷|𝑊)𝑃(𝑤)

𝑃(𝐷)
                              (4) 
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P(w)  تابع توزیع احتمال در فضای وزنی با فقدان داده است که
 احتمالی تابع P(W|D)باشد. کمیت به صورت تابع اولیه می

ها است که به عنوان تابع توزیع احتمالی بعد از آموزش دادهوزن

تابع  P(D)تابع توزیع احتمال و  P(D|W)شود. ها دیده می
 توزیع احتمال ثانویه است. 

ستفاده         صبی بیزین که در این پژوهش مورد ا شبکه ع ساختار 
  .نشان داده شد 6ه است در شکل قرار گرفت

 

 
 : معماري شبکه عصبی بيزین مورد استفاده در این پژوهش6 شکل

 

های بهترین معماری از نظر تعداد نرون در لایهجهت یافتن 
های متفاوتی مورد بررسی قرار گرفته است که رقابت ساختار

های مورد مطالعه را نشان میبرخی از انواع معماری 3جدول 
شبکه اول جدول  4دهد نشان می 3طور که جدول هماندهد. 

دو لایه 

محسوسی در کاهش ها تفاوت مخفی دارند و با تغییر تعداد نرون
تغییر  3به  2ها از دهد حتی زمانی که تعداد لایهخطا رخ نمی

بهبود حاصل  %2/0اند یعنی در دو ردیف آخر جدول، تنها کرده
 شده است.

 
 

 يورود يپارامترها هيبا در نظر گرفتن كل یمختلف شبکه عصب يهايمعمار یبررس :3 جدول

 سرطان پستان يماريب 
 مجموعه آزمون يرو )درصد(صيدقت تشخ تعداد لایه مخفی معماري شبکه عصبی 

1-5-5 2 98% 
1-5-10 2 1/98% 
1-5-15 2 3/98% 
1-20-15 2 1/98% 
1-5-5-10 3 2/98% 
1-5-10-20 3 3/98% 

 
 

ارائه شده است.  7الگوریتم مورد استفاده در این پژوهش در شکل 
دهد در این پژوهش پس از مینشان همانطور که الگوریتم 

ها به دو کلاس تقسیم آنتفکیک نمونه های تست و آزمون و نیز 

نوع شبکه عصبی مختلف به  3خوش خیم و بد خیم به کمک 
 ست.مقایسه شده ا سازی سرطان پرداخته و نتایج با یکدیگرمدل
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در این پژوهش: الگوریتم مورد استفاده 7شکل   

 

 نتایج 
پستان که اطلاعات  بیمار مبتلا به سرطان 683در این مطالعه 

ویسکانسین موجود در مخزن داده یادگیری آن از بیمارستان 
 مورد بررسی قرار گرفتند. آوری شده است  جمعUCI ماشین 

فاکتور بود. از ریسک  9مجموع متغیرهای بالینی بیماران شامل 
 نمونه( جهت آموزش شبکه و  547ها )آن %80این تعداد بیمار، 

 
ها جهت مانده دادهها جهت اعتبارسنجی و از باقیآن %10از 

تست شبکه استفاده شده است. با توجه به اینکه بازه تغییرات هر 
است توزیع  10تا  1ریسک فاکتور بیماری بین  9یک از این 

 .نمایش داده شد 4ها در جدول از آنفراوانی هر یک 
 

 

 سرطان پستان ماريفاكتور ب سکیر 9 یفراوان عیتوز :4 جدول

 

یکنواختی شکل  

 سلول

تقسيم هسته  یکنواختی اندازه سلول ضخامت غده

 سلول

اندازه سلول 

 مخاطی منفرد

 نوكلئی لخت

 

 هاچسبندگی لبه نوكلئی نرمال رنگينه ملایم
 

فراوان
صد ی

در
فراوان 

صد ی
در

فراوان 
صد ی

در
فراوان 

صد ی
در

فراوان 
صد ی

در
فراوان 

صد ی
در

ی 
فراوان

 

صد
در

ی 
فراوان

 

صد
در

ی 
فراوان

 

صد
در

 

1 346 5/49 139 9/19 373 4/53 393 2/56 44 3/6 402 5/57 150 5/21 432 8/61 563 5/80 
2 58 3/8 50 2/7 45 4/6 58 3/8 376 3/58 30 3/4 160 9/22 36 2/5 35 0/5 

3 53 6/7 104 9/14 52 4/7 58 3/8 71 2/10 28 0/4 161 0/23 42 0/6 33 7/4 

4 43 2/6 79 3/11 38 4/5 33 7/4 48 9/6 19 7/2 39 6/5 18 6/2 12 7/1 

5 32 6/4 128 3/18 30 3/4 23 3/3 39 6/5 30 3/4 34 9/4 19 7/2 6 9/0 

6 29 1/4 33 7/4 25 6/3 21 0/3 40 7/5 4 6/0 9 3/1 22 1/3 3 4/0 

7 30 3/4 23 3/3 19 7/2 13 9/1 11 6/1 8 1/1 71 2/10 16 3/2 9 3/1 

8 27 9/3 44 3/6 28 0/4 25 6/3 21 3/0 21 0/3 28 0/4 23 3/3 8 1/1 

9 7 0/1 14 0/2 6 9/0 4 6/0 2 3/0 9 3/1 11 6/1 15 1/2 14 0/2 

10 58 3/8 69 9/9 67 6/9 55 9/7 31 4/4 132 9/18 20 9/2 60 6/8 0 0/0 

 7/97 683 7/97 683 7/97 683 7/97 683 7/97 683 7/97 683 7/97 683 7/97 683 7/97 683 مجموع

 شروع

 های آموزش آزمونتفکیک نمونه

 خیم و بدخیمتفکیک بیماران به دو کلاس خوش

BR های آموزشی با شبکه عصبی تعلیم نمونه   MLP های آموزشی با شبکه عصبی تعلیم نمونه   LVQ های آموزشی با شبکه عصبی تعلیم نمونه   

 پایان

 های آزمونبررسی عملکرد هر سه شبکه با نمونه

 مقایسه نتایج

 داده مجموعه

WBCD  
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 یراهکارها ،یپزشک یکاودر مطالعات مختلف تحت عنوان داده
ده ارائه ش سرطان پستانعوامل  نیجهت کشف روابط ب یمتعدد

نوع  صیجهت تشخ یمصنوع یعصب یهااست. استفاده از شبکه
گرفته است. در  رقرا یدر مطالعات مختلف مورد بررسسرطان 

 یهااز روش یماریب صیبهبود تشخ یبرا شد یاین پژوهش سع
های عصبی مصنوعی  ه بر انواع شبکهیکاوی با تکدادهمختلف 
 شود.استفاده 

پرسپترون چند  یشبکه عصب کیسازی از اولین مرتبه مدل در
 یکه عصبشباین از  شد.پس انتشار خطا استفاده  متیبا الگور هیلا

دو  ها بهداده یبندکلاس یبند براطبقه کیبه عنوان  یمصنوع
فاکتور مربوط  9 هیکل و دیاستفاده گرد بدخیمو خیم خوشدسته 

زش شد و آمو اعمال یبه شبکه عصب سرطان پستان یماریبه ب
انجام شد. ها از داده %30 و تست آن باها داده %70با  شبکه
ن یحصول بهتر یبرا یمختلف شبکه عصب یهایمعمار نیهمچن

برخی از بهترین  5فت. جدول قرار گر یمورد بررس یبندکلاس
 7های شبکه عصبی پرسپترون چند لایه و شکل معماری

 100ماتریس آشفتگی مربوط به بهترین معماری از بین حدود 
 دهد. معماری مختلف را نشان می

 
 و درصد صحت تشخيص MLPهاي مختلف شبکه : تست معماري5جدول 

 بار تست 10با ميانگين  
 
 
 
 

 
 : ماتریس آشفتگی بهترین معماري شبکه پرسپترون 8 شکل

 

 
 428 دهد که این شبکه عصبی توانسته است تعدادنتایج نشان می

اند خیم بودهکه مبتلا به سرطان خوش %4/96بیمار یعنی معادل 
 نفر از این افراد اشتباهاً 16بندی نماید و تعداد به درستی دستهرا 

های بدخیم قرار گرفته است. همچنین تعداد در کلاس سرطانی
نفر بیماری که دچار سرطان بدخیم بوده 239نفر از مجموع  238

اما  ؛انداند به درستی در کلاس بیماران سرطان بدخیم قرار گرفته
در  از این افراد اشتباهاً %1/0عنی معادل ها یفقط یک نفر از آن

 اند.خیم دسته بندی شدهکلاس بیماران خوش
 .استفاده گردیدLVQ از شبکه عصبی سازی، مرتبه دوم مدل در

های مختلف تعداد های عصبی با معماریعلاوه بر بررسی شبکه

های بیماری در ورودی شبکه عصبی نیز مورد بررسی قرار ورودی
تایج حاکی از آن است که وقتی تعداد ریسک گرفت که ن

کند میزان خطای فاکتورهای تشخیص بیماری افزایش پیدا می
یابد به طوری که وقتی فقط از ویژگی شبکه عصبی کاهش می

خیم خیم و بدبندی بیماران به دو دسته خوشاول جهت کلاس
خطای محاسبه شده برای بهترین معماری  شداستفاده می

شود ویژگی استفاده می 9خواهد بود و زمانی که از  1388/0
ثیر أت 6یاید. جدول کاهش می 0243/0بندی به خطای کلاس

 دهد.ارامترهای ورودی روی بیماری را نشان میپافزایش 

 

 

 

 

 تعداد لایه مخفی معماري شبکه صحت عملکرد

5/97% 1-10-10 2 
6/87% 1-10-20 2 
1/97% 1-10-10-10 3 
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 بينیشبه منظور پي LVQ  سازي بر روي  شبکه عصبیمرتبه مدل 10ميانگين : 6 جدول

 بيماري سرطان سينه 
 شماره مدل ریسک فاكتورها درصد خطا

 1 ضخامت غده 0

 2 + یکنواختی اندازه سلول  1مجموع ریسک فاکتورهای مدل  1388/0

0544/0  3 + یکنواختی شکل  سلول  2مجموع ریسک فاکتورهای مدل  

 4 + چسبندگی لبه ها 3مجموع ریسک فاکتورهای مدل  0415/0

0544/0  5 + اندازه سلول مخاطی منفرد 4مجموع ریسک فاکتورهای مدل  

0501/0  6 + نو کلپی لخت 5مجموع ریسک فاکتورهای مدل  

0329/0  7 + رنگینه ملایم 6مجموع ریسک فاکتورهای مدل  
0272/0  8 + نوکلپی نرمال 7مجموع ریسک فاکتورهای مدل  
0243/0  9 هسته سلول+ تقسیم  8مجموع ریسک فاکتورهای مدل  

 
که در مورد تشخیص  همچنین در این مرحله نشان داده شد

های سرطان پستان هر دو الگوریتم مورد استفاده در شبکه
در موارد بسیار اندک از نظر خطا رفتار  ءجزه ب LVQعصبی 

 معماری مختلف ماتریس 100مشابه هم دارند. در نهایت از بین 
کل ید که در شآشفتگی مربوط به بهترین معماری محاسبه گرد

 .نشان داده شد 8
 

 
 LVQ: ماتریس آشفتگی بهترین معماري شبکه 9 شکل

 
سازی از شبکه عصبی بیزین استفاده گردید در مرحله سوم مدل

 9ل ـکـده در شـت آمـماری به دسـرین معـایت بهتـکه در نه
 .نمایش داده شد

 
 

 : ماتریس آشفتگی بهترین معماري شبکه بيزین10 شکل

 
 %7/63شبکه عصبی بیزین پارامتر حساسیت  مشاهده شد که در

صیت     صا صبی    %9/1و پارامتر اخت شبکه ع پارامتر  MLP، در 
و در شبکه عصبی   %5/2و پارامتر اختصاصیت  %7/62حساسیت 

LVQ    ه ب %5/2و پارامتر اختصاصیت    %5/63پارامتر حساسیت
ست آمد  سه بین  م 7جدول  .د ستفاده در     3قای شبکه مورد ا نوع 

 دهد.نشان می ااین پژوهش ر
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 هاي عصبی مختلف پسمقایسه صحت عملکرد شبکه :7جدول 

 بار تست 10از ميانگين  
 

 
 
 

 

پیش عصبی قابلیتنتایج حاکی از آن است که هر سه نوع شبکه 
بینی بیماری سرطان پستان با قابلیت بالا را دارند و در بین این 

 زنی بالاتری دارد. ، شبکه بیزین توانایی تقریبسه نوع
 

 گيريبحث و نتيجه
خیم و بدخیم پژوهش حاضر با هدف تشخیص سرطان خوش

بر پایه شبکه کاوی و عمدتاًپستان با استفاده از چند تکنیک داده
های عصبی که شبکه جاییاز آن های عصبی مصنوعی انجام شد.

ها مورد توجه مصنوعی به عنوان روش نوین در تشخیص بیماری
لذا در این  ؛های اخیر قرار گرفته استبسیاری از محققین در سال

برای طبقه BRو  MLP ،LVQاز سه شبکه عصبی پژوهش 
بدخیم استفاده خیم و بندی نوع سرطان پستان به دو دسته خوش

های آموزشی، تعلیم داده شدند و در ها با نمونه. ابتدا شبکهنمود
این بررسی های آزمون، مورد سنجش قرار گرفتند. نهایت با نمونه

های عصبی در های شبکهآوریبه وضوح نشان از اثربخشی فن
های عصبی در طبقهتشخیص سرطان را دارد. بسیاری از شبکه

ای نمایش میالعادههای تومور نتیجه فوقسلولبندی با دقت 
تواند در مصـنوعی می شبکه عصبی استفاده از بنابراین ؛دهند
مورد  معمولاًکه ای تشخیصی غیر تهاجمی هروشسایر  کنار

ان ، به عنو(و رادیوگرافی مانند ماموگرافی) گیرنداستفاده قرار می
به  ی بـالا،گبا حساسیت و ویژ یک سیستم پشـتیبان تشـخیص

خیم و بدخیم پستان مورد خوش شناسـایی تومورهای منظور
باشد از آن جهت حائز اهمیت مینتیجه  استفاده قرار گیـرد. ایـن

نمونه)هاجمی تهای احتمالی روش هـایاز عوارض و آسیب که
 هاآنازی بـه یبـرای بیمارانی کـه ن( برداری و عمل جراحی

ر ت بینی و تشخیص سریعپیش [.17] شودمی ندارنـد، جلـوگیری
های درمان تر سرطان پستان علاوه بر کاهش هزینهو دقیق

دهد و با توجه به اینکه سن ابتلا شانس درمان را نیز افزایش می
تر از میانگین جهانی است سال پایین 10تا  5به سرطان در ایران 

لذا توجه به  ؛باشدکه ناشی از تشخیص دیرهنگام این بیماری می
تواند به مصنوعی و داده کاوی میهای مبتنی بر هوش روش

و همکاران  Wernerتر این بیماری کمک کند. تشخیص دقیق
 برسند %32/96با استفاده از الگوریتم ژنتیک توانستند به دقت 

[10.] Salama  با استفاده از  2012و همکاران نیز در سال
و  %15/93درخت تصمیم و روش بیزین به ترتیب به دقت 

پور و همکاران با استفاده از ایران [.12] دست یافتند 97/92%
 [.13] دست یافتند %1/98به دقت  RBFو  SVMروش 

Aruna های و همکاران با استفاده از روشRBF  و درخت
و  %67/93تصمیم و روش بیزین توانستند به ترتیب به دقت 

پژوهش حاضر نیز توانسته  [.14] دست یابند %91/92و  97/92%
های بیمارستان است سرطان پستان بر روی مجموعه داده

  تشخیص دهد. %3/98ویسکانسین را با دقت 
 

 تشکر و قدردانی
زشکی علوم پدانشگاه  یپژوهش با استفاده از اعتبارات پژوهش نیا

 .دیانجام گرد هیدریحتربت
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Introduction: Breast cancer is the most common form of cancer in women. Breast cancer detection 

is considered as one of the most important issues in medical science. Diagnosis of benign or malignant 

type of cancer reduces costs and also is important in deciding about the treatment strategy. The aim 

of this study was to provide data mining based models that have the predictability of breast cancer 

detection. 

Methods: This study was descriptive-analytic. Its database included 683 independent records 

containing nine clinical variables in the UCI machine learning. Multilayer Perceptron artificial neural 

network, Bayesian Neural Network and LVQ neural network were used for classification of breast 

cancer to benign and malignant types. In this study, 80% of data were used for network training and 

20% were used for testing. 

Results: After pre-processing the data, different neural networks with different architectures were 

used to detect breast cancer. In the best condition, we could predict benign or malignant cancer in the 

MLP neural networks, LVQ and Bayesian Neural Networks with an average of ten tests with an 

accuracy of 97.5% and 97.6% and 98.3% respectively. Our investigations showed that Bayesian 

neural network had a better performance. 

Conclusion: Breast cancer is one of the most common cancers among women. Early diagnosis of 

disease reduces healthcare costs and increases patient survival chance. In this study, using data mining 

techniques in diagnosis, the researchers were able to use Bayesian neural network to achieve high 

accuracy in diagnosis. 

 

Keywords: Breast Cancer, Neural Networks, LVQ, Data Mining 
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