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به مدت اقامت  یادیها تا حد زنهیهز نیباشد. ایم یدر بخش سلامت مل نهیپر هز یهااز بخش یکی مارستانیب ICUبخش  مقدمه:

در  . لذااهمیت زیادی دارد ژهیو یهار بخش مراقبتد ریموو درصد موارد مرگ مارانیطول مدت اقامت ب ینیبشیپ لذا. وابسته است ماریب
 یهاتروما در بخش مراقبت مارانیب ریمودرصد موارد مرگ ینیبشیجهت پ یبر منطق فاز یهوشمند مبتن ستمیس یپژوهش به طراح نیا
 .ه شدپرداخت ژهیو

با استفاده از  ستمیسپس س ،شد یگردآور 1389 - 91 از سال مارانیب یهااز پرونده ستم،یس یطراح یبرا ازیمورد ن یهاداده روش:

 سهیمقا ماریثبت شده در پرونده ب یینها صیبا تشخ ستمیس صیتشخ یهمخوان زانیشده از هر پرونده اجرا شد و م یگردآور یهاداده
 یمنحن ریو سطح ز یگژیدقت، و ،تیبر اساس حساس سهیمقا نی. ادیگرد سهیمقا گریهوشمند د مدل 5با  ینروفاز یشنهادی. مدل پدیگرد

 .دیگرد یابیراک محاسبه و ارز

 است. %81و  %82، %75، %80،%81و  %83 بیبه ترت مدل حدودا   6 نیدقت ا زانیم :نتایج

 نیا مجددا  ROC یمنحن ریدقت است. از نظر سطح ز زانیم نیبالاتر یشد و دارا یابیمدل ارز نیبهتر یمدل نروفاز گيري:نتيجه

 مارانیب ریبینی درصد موارد مرگ و مشیو پ صیدر زمینه تشخ نروفازی مدل كارگیریلذا به؛ داردرا  یمنحن ریزسطح  نیترشیمدل ب
حوزه سلامت و به خصوص در تخصیص منابع درمانی  . این امر در تحقیقات مرتبط باودشپیشنهاد می ژهیو یهاتروما در بخش مراقبت

 برخوردار است. ییبالا تید از اهمشونمی ینیبشیبرای افرادی كه پرمخاطره پ

 

 ANFIS Naïve Bayes,  ،Treesهوشمند هایمدل ،ینیبشیپ ،یبنددسته ،ژهیو یهابخش مراقبت ،تروما مارانیب ها:كليد واژه

Random Forest 1NN ،AdaBoost ،SVM 

 

 مقاله پژوهشی  
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 مقدمه 
ها مربوط به بخش میر در بیمارستانوبیشترین میزان مرگ

چهار  باشد. در ایالات متحده آمریکا روزانههای ویژه میمراقبت
شوند كه یرش میهای ویژه پذبخش مراقبتدر میلیون بیمار 

یا حدود پانصد هزار  %8-%19ومیر این افراد متوسط میزان مرگ
  .[1-3] باشدمرگ در سال می

های پر های ویژه بیمارستان یکی از بخشبخش مراقبت   
این بودجه در سال  ؛ كهباشدهزینه در بخش سلامت ملی می

 بوده بیلیون دلار 7/81در ایالات متحده آمریکا حدود  2005
های هزینه %7/13های ویژه حدود است. هزینه بخش مراقبت

% تولید ناخالص /66مصرف سلامت ملی و  %1/4بیمارستان و 
 .[4] باشدداخلی می

ها تا حد زیادی به مدت اقامت بیمار در بخش این هزینه   
. به همین دلیل منافع [5،6] گرددهای ویژه بر میمراقبت
ول مدت اقامت بیماران و درصد بینی طتوجهی در پیشقابل

باشد. متغیرهای های ویژه میمیر در بخش مراقبتوموارد مرگ
ها در و طول اقامت آن مارانیبمیر وتوجهی در میزان مرگقابل

های ویژه وجود دارد كه یکی از بهترین مراجع بخش مراقبت
 باشد. متغیرهایی مانندجهت این امر استفاده از سیستم آپاچی می

، ، سدیم، تعداد تنفس، فشارخون، درجه حرارت، جنسسن
، 2pco ،2pco ،، آلبومین، هماتوكریت، پتاسیم، آلبومینگلوكز

2PH, Fio [7]. 

با استفاده از ابزارهای  ، هوش مصنوعیدر چند دهه اخیر   
 ثری پیدا كرده استؤدر پزشکی جایگاه م هوشمند یهاستمیس
 شودمی اطلاق هاییسیستم به های هوشمندسیستم .[20-8]

 انسانی از هوشمند رفتارهای مشابه رفتارهایی توانندمی كه

 ،کریتف یندهایآفر سازیشبیه پیچیده، درک شرایط جمله

 و یادگیری آن، به موفق پاسخ ،انسان های استدلالیشیوه
 باشند داشته لئمسا حل برای استدلال و دانش كسب توانایی

كاربرد، هوش مصنوعی در پزشکی با هدف اصلی  .[23-21]
عات عات پزشکی و ارتباطات بین این اطلاپردازش و آنالیز اطلا

اس ساعات برطلاكنندگان مربوطه است كه این او استفاده
های مختلف در دانش و تجربه حاصل از عملکرد سیستم

مهم هوش  یكاربردهاباشد. یکی از پزشکی و درمان می
 ستا هامصنوعی در پزشکی، شناسایی و تشخیص بیماری

های تشخیصی با استفاده از این كاربرد شامل مدل. [27-24]
 هوشمندهای گیری تخمینی و سیستمهای مختلف تصمیمروش

ها براساس دانش و تجربیات مختلف از باشد. این مدلمی
سیستم مورد نظر كه پیشاپیش این اطلاعات به كامپیوتر داده 

عات و یا مدل شود و مدل یا سیستم مورد نظر با آن اطلامی
گردد و در نتیجه تفاوت و یا قبلی مقایسه و ارزیابی می

طالعه را نسبت به تشخیص نوع تغییرات حاصل در مدل مورد م
دی مثل شناسایی الگوهای رموا  .دهدمدل طبیعی نشان می

، تشخیص [28-31] پزشکیو غیر مختلف در تصاویر پزشکی
بندی و شناخت ، دسته[32] گنالیسها از روی بیماری خودكار
میر از وهای مختلف خونی توسط كامپیوتر و میزان مرگسلول

 .انواع دیگر این گروه هستند
آوری های مطلوب مکانیزه برای جمعبا پیروی و اتخاذ روش   

ها، های بیمارستانها، حتی قبل از ورود بیماران به بخشداده

ها را مشخص كرد. از هنگام ورود توقف بهینه آن  توان مدتمی
ها های مختلف بیمارستان تا زمان خروج آنبیماران به بخش

  صرف ثبت، پردازش و زمان،  بودجه و توجهی ازصد قابلدر
شود. در های دستی رایج میعات پزشکی در سیستمذخیره اطلا

ستانی جامع نه تنها رحالی كه با ایجاد یک سیستم هوشمند بیما
رسد، بلکه هزینه پردازش و ذخیره اطلاعات به حداقل ممکن می
 شود.امکان دسترسی سریع به سوابق بیماری نیز فراهم می

توان ه به نحوی اشاره به این نوآوری دارد را میكلیه منابعی ك   
دسته  ،های ریاضیروش: به چهار دسته تقسیم كرد: دسته اول

چند  :دسته چهارم ،استخراج داده :دسته سوم ،آماری :دوم
های ریاضی برای محاسبه ای. در دسته اول از روشمرحله
 ICU (Intensive Care Unit) اقامت بیمار در زمانمدت

به  های ریاضی متداول معمولا روش .[33] كنندفاده میاست
اما این روش  ؛[34گردد ]صورت میانگین یا میانه محاسبه می

 ICU مبتدی برای محاسبه مدت زمان اقامت دربسیار ساده و 
 [35] مطالعه خوددر و همکاران Garg به طوری كه .باشدیم

باشند. دسته یكننده م ها گمراهكه چگونه این روشكردند ثابت 
های آماری مانند لجستیک رگرسیون، دوم شامل روش
و  Freitas [36] باشندكوواریانس میرگرسیون خطی، 

از مدل رگرسیون برای آنالیز ارتباط  [37]ای مطالعهر همکاران د
نتایج . نمودنداقامت استفاده  زمانمدت چند متغیر تعیین كننده

ثری با ؤمارستان ارتباط مبی سن، نوع پذیرش و نوع نشان داد
جزء این  نیز دهیهای نمرهمدت زمان اقامت بیمار دارند. روش

یک سیستم  APACHEباشند. به عنوان مثال روش می
 1985مطرح گردید و در سال  1981دهی است كه در سال نمره

به  APACHE II [38]نسخه ویرایش یافته آن تحت عنوان 
نیز مطرح گردید  SAPSدهی هوجود آمد. در كنار این روش نمر

از رگرسیون  [39]و همکاران  Le Gall 1993كه در سال 
 استفاده نمود.  SAPS IIلجستیک برای توسعه 
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بینی مدت زمان به منظور پیش [39-42] روش دسته سوم 
كاوی مانند های دادهبراساس تکنیک میروو میزان مرگ اقامت
باشند. این ه میبندی و غیر، خوشه[43،44] بندیدسته

ها با در نظر رفتن روابط بین متغیرها به دنبال الگوی تکنیک
تعدادی از باشند. در های بسیار بزرگ میمناسبی در پایگاه داده

های عصبی و رگرسیون از روش شبکه [45،46] مطالعات
استفاده شده  ICUدر  یروممرگبینی لجستیک به منظور پیش

 SVMروش ثابت كرد  Ribas ایدر مطالعه است.

(Support Vector Machine ) عملکرد بهتری نسبت
APACHE II  دارد در همین زمان در مطالعه انجام شده

، ANN ،ثابت شده است[ 47] و همکاران Kimتوسط 
SVM  وDT دهی عملکرد بهتری نسبت به سیستم نمره

APACHEIII  بر روی بیمارانICU  تعدادی از دارند. در
رگرسیون  به عملکرد شبکه عصبی نسبت [48،49] مطالعات

-52،47] دیگر است. در مطالعاتشده نشان داده  لجستیک 
است. را ثابت كرده  SVMعصبی و عملکرد بهتر شبکه  [50

McCoy  وDas [53] بینی طول مدت اقامت و برای پیش
های ماشین یادگیری استفاده نموده شمیر از روومیزان مرگ

 است.
ارم از چند حالت و یک روال تصادفی برای گذار دسته چه   

روشی است  Coxian. روش [54كند ]بین حالات استفاده می
گیرد. در این روش نمایشی از مدت كه در این دسته قرار می

زمان پیوسته از اقامت بیمار در بیمارستان به عنوان یک سری 
ک از مراحل ترتیبی كه بیمار تا زمانی كه بیمارستان را تر

از توزیع  [56]و همکاران  Golüke .[55كند ]بیان می ،كندمی
اقامت بیماران  زمانمدتشرطی برای مدل  یاچندمرحله

 از [57]و همکاران  Wang مطالعهاستفاده نموده است. در 
فرم كه  Time Slicing Cox regression روش
بینی باشد برای پیشمی Cox regression یافتهتوسعه
 استفاده نموده است. ICUر در میومرگ

جهت  یهوشمند فاز ستمیس کی یسازادهیو پ یطراح    
تروما در بخش  مارانیب ریمودرصد موارد مرگ ینیبشیپ

ها سیستمو های فازی سیستم تواند توسطمی ژهیو یهامراقبت
قلب یک سیستم  .[58] باشدقواعد مبتنی بر مبتنی بردانش یا 

آنگاه فازی -انش بوده كه از قواعد اگریک پایگاه د ،فازی
آنگاه فازی یک عبارت اگر -یک قاعده اگر .تشکیل شده است

وسیله توابع تعلق پیوسته ه آنگاه بوده كه بعضی كلمات آن ب–
از جمله دلایلی كه ضرورت طراحی چنین اند. مشخص شده

  كنند می توان به این موارد اشاره كرد:سیستمی را مشخص می

 همکار پزشک  عنوان به یهوشمند فازد سیستم عدم وجو

 در تروما بیماران ریوممرگ موارد در تشخیص درصد

 ویژه در كشور. هایمراقبت بخش

  فهم آسان،  كه مبتنی بر قوانینسیستم طراحی

و قابلیت مدل قیردقیغبالا، تحمل اطلاعات  ریپذانعطاف

. سازدرا میسر می یرخطیغسازی اعمال پیچیده اختیاری 

شود می های كنترلی شرطی مخلوطروش با تکنیک این 

 .ای بنا شده استو بر اساس زبان ساده محاوره

سیستم هوشمند ی به طراح پژوهشاین هدف ین، ابنابر    
میر ودرصد موارد مرگ ینیبشیپمبتنی بر منطق فازی جهت 

كنون، . تابود ژهیهای وبیماران تروما در بخش مراقبت
هوشمند متعددی برای كمک به تشخیص های سیستم
بینی طول پیشی جهت مطالعات اما ؛ها توسعه یافته استبیماری

بیماران تروما در بخش  ریوممرگمدت بستری و درصد موارد 
 گزارش نشده است.ی فاز منطق با ژهیهای ومراقبت

 

 روش
این مطالعه یک مطالعهه مقطعهی اسهت كهه بهر روی بیمهاران 

 اهنربیمارستان شهید ب های ویژهمراقبتبخش  مراجعه كننده به
 سهتمیس جهادیا یشهده بهرا دهیهمنهابع دانهش برگزانجام شد. 

ترومهها در بخههش  مههارانیب ریههمومههوارد مرگ درصههد ینههیبشیپ
 یپهژوهش شهامل مقهالات تخصصه نیهدر ا ژهیو یهامراقبت

ترومهها در بخههش  مههارانیب یمههرتبط بهها طههول مههدت بسههتر
 نیهپزشهکان متخصهص و خبهره در ا زیهو ن ژهیهو یهامراقبت

هدفمنهد بها افهراد خبهره،  رهخصوص است. ابتدا پهس از مشهاو
ترومها  مهارانیب ریهمودرصد مرگ ینیبشیثر در پؤم یهاپارامتر
 یپارامترها انیو ارتباطات م ژهیو یهادر بخش مراقبت یبستر
 نیموضهوع و همچنه نیا در یریگمیدر خصوص تصم یکینیكل

جهت ورود  یافزارنرم تیشدند. در نها نییها تعدرجه ارتباط آن
و  یطراحهه مههارانیب ریههمودرصههد مرگ ینههیبشیاطلاعههات و پ

 نیهشده جهت ا یافزار طراح(. از نرم1)شکل  دیگرد یسازادهیپ
جهت ثبهت اطلاعهات  ازیمورد ن یهاداده یگردآور یمنظور برا

ه شهد. ، استفادژهیو یهادر بخش مراقبت یتروما بستر مارانیب
دو پزشهک  رو نظه یمتهون تخصصه یافزار بر اساس بررسهنرم

 ئهتیباهنر شاغل و عضهو ه مارستانیمتخصص و خبره كه در ب
شد و شامل  یكرمان هستند، طراح یدانشگاه علوم پزشک یعلم

 یهاافتههیو  یجسهم یهانشهانه مهار،یب کیهاطلاعات دموگراف
سهن و  شهامل مهاریب کیهاطلاعهات دموگراف بهود. یکینیپاراكل
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 بود. ماریب تیجنس
 ژهیهو یههاوجهود بخهش مراقبت لیهمطالعهه، بهه دل نیا در   

بهاهنر و  مارسهتانیكرمهان در ب یدانشگاه علوم پزشهک یتروما
موجهود در بخهش  مهارانیب یپزشهک یهاپرونهدهتعداد  یفراوان

 یمهارانیب یهاآن، جامعه پژوهش شامل پرونده یمدارک پزشک
در بخههش  1391 تهها 1389 یهاكههه در سههال دیههگرد نیههیتع

 نیهانهد. تعهداد ابوده یباهنر بستر مارستانیب ژهیو یهامراقبت
محدود بودن تعداد نمونه  لیبود. به دل مورد 500ها حدود پرونده

 یطراحه یبرا ازیمورد ن یهاداده انجام نشد. یریگجامعه، نمونه
شهد.  یجامعه پهژوهش گهردآور مارانیب یهااز پرونده ستم،یس
شده از هر پرونده اجهرا  یرگردآو یهابا استفاده از داده مستیس

ثبهت  یینهها صیثبت و با تشهخ ستمیس صیتشخ جهیشد و نت
دقهت و  ،یژگهیو ت،ی. حساسدیگرد سهیمقا ماریشده در پرونده ب

 . دیگرد یابیمحاسبه و ارز ستمیراک س یمنحن ریسطح ز
 یجهت كسب دانش پزشک ستم،یو توسعه س یدر مراحل طراح 

 صیگهذار مربهوط بهه تشهخریثأمهم و ت یپارامترها ییو شناسا
بها دو پزشهک  ریهو مدرصد موارد مرگ ینیبشیمهم در پ موارد

مصاحبه شهد و ژهیو یهامراقبت بیبا فلوش یهوشیمتخصص ب

مرحلهه  یها براداده یجهت گردآور زیافزار نزمان با آن نرمهم 
. پهس از دیهگرد هیهته ،یهوشمند فاز ستمیس یابیو ارز یطراح

 دیاسهات ازنفهر  دو یمحصهول آموزشه هیهاول نسخهآماده شدن 
نظرات خود را اعلام نسخه  نیدانشگاه پس از ملاحظه نمودن ا

. افهتی ءارتقها شهانیطبق نظهرات ا ینمودند و محصول آموزش
پزشهکان متخصهص  دییهأت موردافزار و كارآمد بودن نرم ییروا

افهزار ثبهت در نرم ماریب 500قرار گرفت. سپس اطلاعات حدود 
 .دیگرد

شد  ستمیافزار وارد سنرم لهیتوسط كارشناس و به وس هاداده   

 لیوتحلهیتجزلازم صورت گرفت و جهت  هایپردازششیو پ
 افزار( و از نرمANFIS) ینتایج  با استفاده از مدل نروفاز

Matlab 19این پایگاه داده دارای  استفاده شد. 2010 نسخه 
 .دنشان داده ش 1باشد كه در جدول یر تشخیص بیماری میمتغ

در  ثبهت شهده ینیاز اطلاعهات بهال پژوهش منحصهرا  نیا در   
بهه اسهتفاده از  یازیهاسهتفاده شهد و ن مهارانیب یپرونده پزشک

 یدر زمان بررس مارانیب تیلذا هو، نبود مارانیب یتیهو یهاداده
 ها محفوظ و محرمانه بود.پرونده

 

 ICUافزار بخش نرم ينما: 1 شکل
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 هاي ویژهن در بخش مراقبتابيمار وميرمرگمتغيرهاي تشخيص در ميزان : 1جدول 
 نوع ریسک فاكتور نوع متغير تشخيص بيماري شماره ردیف

1  Age Input 

2  Sex Input 

3  From Ward Input 

4  Time of Stay Input 

5  UrgentSurgery Input 

6  M.Ventilator Input 

7  History of Hospitalization Input 

8  T-°C Input 

9  MAP Input 

10  HR Input 

11  Art-PH Input 

12  Na Input 

13  K Input 

14  Ser/Cr Input 

15  HCT Input 

16  WBC Input 

17  GCS Input 

18  RR Input 

19  D.C Output 

  

 هاي پيشنهاديتنظيمات مدل
هایی تعداد نمونه بندی، بهتوجه به این كه در هر دسته با

و  Pكه به كلاس مثبت و منفی تعلق دارند به ترتیب  با 
N توان تعریف زیر را بیان كرد:می دهندمی شینما 

FP= تعلق دارند و اشتباها  یكه به گروه منف ییهابه نمونه 
 اند.شده یبندكننده به عنوان مثبت طبقه یبندتوسط طبقه

TP= ه مثبت تعلق دارند و درست كه به گرو ییهابه نمونه
 شدند. ینیبشیپ

TN= تعلق دارند و درست  یكه به گروه منف ییهابه نمونه
 شدند. ینیبشیپ

FN= كه به گروه مثبت تعلق دارند و  ییهابه نمونه
 یبندطبقه یكننده به عنوان منف یبندتوسط طبقه اشتباها 
 اند.شده

 
 شود:بیان می 3تا  1نتیجه روابط  در

(1) 
 نرخ درست مثبت  

 نرخ خطای مثبت   (2)

(3) 
 دقت دستهبندی

 

  تخمين دقت 

از اعتبارسنجی  ،مدل ششبرای تخمین دقت الگوریتم 
. اعتبارسنجی ضربدری كه گاهی تخمین استفاده شد ضربدری

 شود، یک روش ارزیابی است كهگردشی نیز نامیده می
كند نتایج یک تحلیل آماری بر روی یک مجموعه مشخص می

های آموزشی است. و مستقل از داده میتعمقابلداده تا چه اندازه 
بینی مورد استفاده طور ویژه در كاربردهای پیشه این تکنیک ب

گیرد تا مشخص شود مدل موردنظر تا چه اندازه در قرار می

ور از اعتبارسنجی یک د یطوركلبهعمل مفید خواهد بود. 
ها به دو زیرمجموعه مکمل، انجام ضربدری شامل افراز داده

( و آموزشیهای ها )دادهتحلیل بر روی یکی از آن زیرمجموعه
های مجموعه دیگر است اعتبارسنجی تحلیل با استفاده از داده

(. برای كاهش پراكندگی، آزمایشیهای اعتبارسنجی یا )داده
مختلف انجام و از  یافرازهان بار با عمل اعتبارسنجی چندی

 شود.ها میانگین گرفته مینتایج اعتبارسنجی
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و یا  های بیشتر سخت، پرهزینهآوری دادهكه جمعهنگامی    
كند غیرممکن باشد، استفاده از اعتبارسنجی ضربدری كمک می

 میتعمقابلهای فعلی كه تا از فرضیات بایاس شده با داده
د. در روش پیشنهادی از اعتبارسنجی نیستند، دوری شو

. در اده شدبیرون استف-لایه و نوع یکی k- ضربدری از نوع
شوند. از این زیرمجموعه افراز می kها به لایه دادهk - روش 

k  زیرمجموعه، هر بار یکی برای اعتبارسنجی وk-1  تای
شود بار تکرار می kروند. این روال كار میدیگر برای آموزش به

بار برای آموزش و یک بار برای  kها دقیقا  همه دادهو 
بار  kروند. در نهایت میانگین نتیجه این كار می اعتبارسنجی به

شود. البته اعتبارسنجی به عنوان یک تخمین نهایی برگزیده می
های دیگر برای تركیب نتایج استفاده كرد. توان از روشمی
لایه استفاده -10سنجی ضربدری عتبارااز  طورمعمولبه
  شود.می
طور كه از اسم این روش پیداست بیرون همان-در روش یکی   

ها برای اعتبارسنجی بیرون گذاشته در هر مرحله یکی از داده
شوند. این روش ها برای آموزش استفاده میشود و بقیه دادهمی

برابر تعداد  kلایه است كه در آن  k- در واقع همان روش 
نظر گرفته شده است. این روش از نظر محاسباتی  ها درداده

زیرا فرآیند آموزش و اعتبارسنجی به تعداد  ؛بسیار پرهزینه است
 شود.بسیار زیادی تکرار می

  

 هاي پيشنهاديعملکرد مدل

مدل ماشین یادگیری  5 فازی بامدل نرو در این پژوهش
Naïve Bayes ،Trees Random Forest 1NN, ،

AdaBoost ،SVM بندیدر مدل دسته. مقایسه شد Trees 

Random Forest و حداكثر  تعداد درختان به كاربرده شده
بند دسته AdaBoostدر مدل  است و 0و  10 بیترتبه  عمق
 یآستانه وزن برا باشد.می Decision Stump  (53)پایه

در  .شد نییتع 10و  100تعداد مراحل اجرا و هرس وزن 
 فرضشیپ یعدد دقتاز  Naïve Bayes گردی یبندطبقه

با  یبنددر هنگام ساخت طبقه یعدد یهایژگیو یبرا 1/0
از فاصله 1NNمدل  .شد آموزش صفر استفاده یهانمونه

به نمونه  کینزد یآموزشنمونه  افتنی یبرا یدسیاقل نرمالیزه 
 نیرا با ا یكند و همان كلاس آموزشیاستفاده م نیمعآزمون 

یکسان با كند. اگر چند نمونه فاصله یم ینیبشینمونه آموزش پ
شود. در مدل ی، از نمونه اول استفاده مدارندنمونه آزمایش 

SVM قرار دارد و  1 یرو یدگیچیپارامتر پepsilon یبرا 
شده است.  میتنظ 1E-12 ی( روابدی رییتغ دیدور )نبا یخطا
[ استفاده 51] یاهسته چند جمله ،مطالعه نیهسته در ا تابع
 میتنظ 001/0 یكند( رو رییتغ دی. پارامتر تحمل )نباده استش

 شده است.
اند و نتایج حاصل از مدل ماشین یادگیری اجرا شده پنج   

دل از نظر م 6. این دخلاصه ش 2ل مدل در جدو 5اجرای این 
بندی ویژگی، حساسیت، سطح زیر منحنی راک و دقت دسته

مقایسه شدند و در هر بررسی بهترین مقدار برجسته شده است 
 ( ANFIS) نرو فازی بندی مدل ماشینكه از نظر دقت دسته

 دارای بالاترین دقت است.
نسبت  ANFIS، مدل شددیده  جدولكه در این  طورهمان   
تری بیش راک ادگیری سطح زیر منحنیمدل ماشین ی 5به 

بندی تصادفی بیانگر دسته 5/0تا  0 مقادیر دارند. در نمودار راک
 است.  مدل كلی تشخیصی توانمندی بیانگر 1تا  5/0و 

توان در موارد زیر بالا را می اهدافموفقیت در دستیابی به 
 خلاصه نمود:

: در این هدف سیستم آموزشی همکار مدتكوتاهاهداف 

و  یعلمئتیههای علوم پزشکی كرمان اعم از كادر دانشگاه
اندازی در سطح بیمارستان باهنر راه ICUبخش  كاركنان

گردید و مخاطبان این سیستم پزشکان و پرستاران بخش 
ICU باشند.بیمارستان باهنر دانشگاه علوم پزشکی كرمان می 

این سیستم به صورت متمركز در سطح مدت: اهداف بلند

اندازی گردد تا تمامی كادر های كشور نصب و راهبیمارستان كل
های علوم پزشکی كشور )افرادی كه به نوعی با این دانشگاه

باشند( با آن در ارتباط و از خروجی آن سیستم در ارتباط می
جهت آموزش استفاده نمایند. همچنین مشابه این سیستم 

 تفاده نمود.ها اسهای دیگر بیمارستانتوان برای بخشمی
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  Naïve Bayes ، ANFIS ،Trees Random Forest 1NN ،AdaBoost ،SVMمدل  6نتایج حاصل از عملکرد  :2جدول 
بندیدستهدقت  مدل هوشمند ردیف -میانگین ویژگی ویژگی حساسیت 

 حساسیت

 سطح زیر منحنی راک

1 ANFIS 6735/83  9744/0  3000/0  8379/0  1 

2 Naïve Bayes 7362/81  907/0  446/0  814/0  7975/0  

3 SVM 1603/80  915/0  356/0  802/0  636/0  

4 1NN 5511/75  869/0  307/0  756/0  588/0  

5 AdaBoost 1643/82  96/0  277/0  822/0  747/0  

  

 گيريبحث و نتيجه
ها مربوط به بخش میر در بیمارستانوبیشترین میزان مرگ

های ویژه بیمارستان قبتبخش مرا باشد.می های ویژهمراقبت
باشد. این در بخش سلامت ملی می نهیپرهزهای یکی از بخش

ها تا حد زیادی به مدت اقامت بیمار در بخش هزینه
توجهی گردد. به همین دلیل منافع قابلهای ویژه بر میمراقبت
های ویژه میر در بخش مراقبتوبینی درصد موارد مرگدر پیش

بندی اتوماتیک به عنوان یک ابزار بقهابزارهای ط. باشدمی
گردد. این كمک تشخیص باعث كاهش بار كاری پزشکان می

 فازینروسازی یک سیستم هوشمند پژوهش به طراحی و پیاده
میر بیماران تروما در بخش وبینی درصد موارد مرگجهت پیش

بندهایی كه بدین منظور در پردازد. دستههای ویژه میمراقبت
 هایبندوهش مورد استفاده قرار گرفته است شامل دستهاین پژ

ANFIS Naïve Bayes, ،Trees Random Forest 

1NN ،AdaBoost ،SVM ها بر اساس این الگوریتم .بودند
، دقت و ویژگی ارزیابی شدند كه مدل حساسیتمعیارهای 
ANFIS  بهترین مدل ارزیابی شد و دارای بالاترین میزان

 ANFISسطح زیر منحنی راک مدل دقت است. از نظر 

 ANFIS مدل كارگیریلذا به؛ ترین سطح زیر منحنی دارندبیش

میر بیماران تروما در وبینی درصد موارد مرگزمینه پیش در
 تحقیقات در امر این شود.می های ویژه پیشنهادبخش مراقبت

منابع تخصیص در خصوص به و سلامت زهحو با مرتبط

از  شوندبینی میپیش پرمخاطره كه افرادی برای درمانی 
 اهمیت بالایی برخوردار است.

 یعملکردها یخبره نورو فاز ستمی، سیابیدر طول ارز
 را دارد: ریز یتوجهقابل

 ههوشمند ساد کردیرو کی •

 یدرک و اجرا یآسان برا •

 یسهولت اجرا •

 دهدمیارائه  یكارآمدتركاربرپسند و عملکرد  •

دانش بشر با  یذات یهاتیقطععدم  انگرینما ییتوانا •
 یزبان یرهایمتغ

 ستمیتعامل ساده متخصص دامنه با طراح مهندس س •

 یعیطب نیقوان شینما لی، به دل جیآسان نتا ریتفس •

 نیاضافه كردن قوان قیدانش از طر هیگسترش آسان پا •
 دیجد

 ستمیدر س یاستحکام در رابطه با اختلالات احتمال •

با هدف  میخودتنظ ،خط یبر رو یسازگار، عیسر یریادگی •
 یدگیچیپ ،ممکن یكوچک جهان یبه خطا یابیدست

 .كوچک یمحاسبات

 

 تعارض منافع
گونه تضاد كه هیچنمایند یتصریح موسیله نویسندگان بدین 

 .منافعی در خصوص پژوهش حاضر وجود ندارد
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Introduction: The intensive care unit is one of the most costly parts of the national health sector. 

These costs are largely attributable to the length of stay in the intensive care unit. For this reason, 

there are significant benefits in predicting patients' length of stay and the percentage of deaths in 

intensive care units. Therefore, in this study, a fuzzy logic based intelligent system was designed to 

predict the percentage of deaths in trauma patients in the intensive care unit. 

Method: Data needed to design the system were collected from patient files from 2010 to 2012. 

Then, the system was run using data collected from each file and the system diagnosis was 

compared with the final diagnosis recorded in the patient file. The proposed neuro-fuzzy model was 

compared with five other intelligent models. This comparison was calculated and evaluated based on 

sensitivity, accuracy, specificity, and the area under the ROC curve. 

Results: The accuracy of these six models was approximately 83%, 81%, 80%, 75%, 82% and 81%, 

respectively. 

Conclusion: The neuro-fuzzy model was evaluated as the best model and had the highest accuracy. 

This model also had the highest area under the ROC curve. Therefore, it is recommended to use 

neuro-fuzzy model to diagnose and predict the percentage of deaths in trauma patients in the 

intensive care unit. This is important in health-related research particularly in allocating therapeutic 

resources to people at risk. 

 

Keywords: Trauma Patients, Intensive Care Unit, Classification, Prediction, Intelligent Models, 

ANFIS Naïve Bayes, Trees Random Forest 1NN, AdaBoost, SVM 
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