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 مقاله پژوهشی  

گزارش شده است. به  ریاخ هایاز آن در سال ایملاحظه قابل رشد و است هاانواع سرطان نتریجیاز را یکیسرطان پستان  مقدمه:

. کندیامکان اشتباه را ممکن م یطیعوامل مح ایو  یانسان یکه خطاها گردد یبررس دیبا یادیز یپارامترها ،یماریب نیا صیمنظور تشخ

 .شودیدر جهت کمک به پزشکان استفاده م یماریب نیا صیتشخ یبرا یر از هوش مصنوعیدر چند دهه اخ لیدل نیبه هم

 یبیمدل ترک کیدر قالب  افتهی میسرطان پستان با استفاده از پشته تعم یماریب صیتشخ کاربردی،-مطالعه توصیفی نیدر ا روش:

 بندیبهبود عملکرد مدل طبقه ی. براشدارائه  بانیبردار پشت نیو ماش ID3 می، درخت تصمMLP یبر سه روش شبکه عصب یمبتن

خطا  جادیرا دارد که باعث ا هایینمونه صیتشخ فهیبلاک وظ نیاستفاده شد. ا نندهتحت عنوان بلاک جداک دیجد کردیرو کیاز  یبیترک

 .شوندیم بندیدل طبقهمدر 

 هاشیآزما جی. نتاسرطان پستان استفاده شد یماریمرتبط با ب نیسکانسیداده و گاهیاز پا یشنهادیدقت روش پ یابیبه منظور ارز :نتایج

، WBCD هایمجموعه داده یارائه شده رو بندی. دقت مدل طبقهداد نشان مشابه یهاروش ریرا در مقابل سا یشنهادیروش پ یبرتر

WDBC  وWPBC بود %55/99و  %45/99، %45/99  بیبه ترت نیسکانسیداده و گاهیاز پا. 

در نظام سلامت و درمان ارائه کرد که با  تریو با صرفه نینو هایسیستم توانیم کاویداده هایتمیبا استفاده از الگور گيري:نتيجه

توانست با  ،کاویداده هایبه کمک روش یماریب صیضمن تشخ قیقتح نیقادر به تشخیص سرطان پستان باشند. در ا ییدقت بالا
  .ابدیدست  یماریب صیدر تشخ ییدقت بالا به افتهی میپشته تعم کیاستفاده از تکن

 

 سرطان پستان ،یداده کاو ن،یسکانسیداده و گاهپای ها،داده بندیطبقه افته،ی میپشته تعم ها:كليد واژه
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 مقدمه 
. احتمال باشدیزنان م عیشا هایاز سرطان یکیسرطان پستان 

ه بز ابزد،ییمز شیبه سرطان پستان با بالارفتن سن افززا ءابتلا

 افتزدیاتفاق م یسالگ 48درصد موارد بعد از سن  58که  یطور

ن پسزتان در زنزان طاسزر وعیشز زانیزم کزهنیا رغمیعل[. 1]
از  یناشز ریزمومزر  یول ؛است ییایاز زنان آس شتریب ییکایآمر

 صیاسزت کزه علزت آن تشزخ شتریب ییایآس یآن در کشورها

 صیتشززخ نیززا ی[. علززت اصززل2اسززت ] یمززاریب رهنگززامید
و بزدون علامزت بزودن  یمزاریاز ب ی، نداشزتن آگزاهرهنگامید

 یمختلفز هزاینبهج از راًیاست. اگرچه سرطان پستان اخ یماریب
در  رطانسز یگسترده در اغلب مراکز پژوهشز قاتیموضوع تحق

همچنان ادامه دارد.  قاتیحال تحق نیبا ا یجهان قرار گرفته، ول
داده شزده  صینوع سرطان تشزخ نیسرطان پستان اول رانیدر ا

را بزه  هزایمیاز همه انزواع بزدخ %5/25زنان است که  انیدر م

و  یصزیتشخ هزایارائه مزدل رو نیاز . ادهدیخود اختصاص م
 یمناسزب بزرا ماتیرساندن بزه پزشزکان در ارائزه تصزم یاری

مزرتبط  قزاتیدارد و لزوم انجزام تحق تیاهم یماریب نیدرمان ا

 .[3، 5] است
توسزط افزراد  صیتشزخ نزدیبزودن فرآ ریزگتوجه به زمان با   

ت به سرع تواندیم یوتریکامپ هایستمیکارشناس، استفاده از س

منجزر  یحجزم کزار عامزل انسزان توجهقابلو کاهش  دنیشبخ

در  یاریبسز هزایکوشزش ریاخ یهاراستا در سال نیشود. در ا
 یسزها شامل بررآن نیترصورت گرفته است که مهم نهیزم نیا

پزشزک بزه  یبرا صیتشخ ندیفرآ سازیو آسان یپزشک ریتصاو

 یهزاکیزتکن لهیوسه ب میمستق صیتشخ زیو ن وتریکمک کامپ

. در باشزدیمز نهیزم نیثر در اؤم یبر اساس فاکتورها یکاوداده

بزه منظزور  کزاویداده هزایکیزاسزتفاده از تکن ریاخ هایسال

ن قرار گرفتزه یاز محقق یاریمورد توجه بس ها،یماریب صیتشخ

 [.3] است

 وهشی دو از اندارائه شده طهیح نیکه در ا هاییروش یطورکلبه

. روش اول کننزدیاسزتفاده مز انسزتسزرطان پ صیتشخ یبرا
 ریاسزت کززه بزا اسزتفاده از تصززاو ریبزر پززردازش تصزو یمبتنز

 شزودیسزرطان مز صیاقدام به تشخ یترموگراف ایو  یموگرافما

 ریززنظ کززاویداده هززایمززدل[. روش دوم اسززتفاده از 5، 4]

 ایداده هزایگاهیبر پا یسرطان مبتن صیتشخ یبرا بندیطبقه
 FNA (Fine Needle Aspiration) اسزت کزه بزا تسزت

 یمبتنز یسزتمیو همکزاران، س Nilashi[. 6، 7] شوندیم دیتول
 بزا اسزتفاده از روش نسزرطان پسزتا صیتشزخ یبر دانش برا

 یها از روش حداکثر انتظار برا[. آن5توسعه دادند ] یمنطق فاز

مشزابه  هزایگزروه در هزاآن دادن قزرار و هزاداده بنزدیخوشه

 نیقوان یبرا CART ونیاز درخت رگرسس سپاستفاده کردند، 
 .در هر خوشه بهره گرفتند یفاز
   Diz  ،یبزرا یکزاوبزر داده یمبتنز کزردیرو کیو همکاران 

روش بزا  نیز[. ا9در سزرطان پسزتان ارائزه دادنزد ] یشناسغده
در  زاتیتمزا ییپسزتان بزه شناسزا یچگال یبنداستفاده از طبقه
کزار  یبزرا نیزیزب تمیورلگزاز ا کنزدیها کمک ممجموعه داده

سزه  تمیرالگو کی، رشو همکا Devi. ردگییبهره م یبندطبقه

زودهنگام سرطان پستان ارائه دادند  صیتشخ یرا برا ایمرحله
 یبندخوشزه تمیها با استفاده از الگزور[. در مرحله اول داده18]

Farthest First در مرحلززه دوم از شززوندیمزز یبنززدگروه .

 ODA (Outlier Detection Algorithm) تمیالگززور
 میبدخ ای میخخوش ییو در مرحله سوم، شناسا یبندطبقه یبرا

 تمیمجموعزه داده بزا اسزتفاده از الگزور پردازششیسرطان با پ

 یرا بزرا %9/99. نتزایج دقزت شزودیانجام مز J48 یبندطبقه
 Wisconsin Breast Cancer) مجموعززززززه داده

Diagnosis) دهدینشان م .Vaidehi صیو همکاران، تشزخ 

ارائزه  یبزیترک KNN بندیسرطان پستان را با استفاده از طبقه
فاصززله متفززاوت  سیسززه مززاتر بیززهززا از ترک[. آن11دادنززد ]

 بنززدیطبقززه یبززرا CITY-BLOCK و نیکززوز دان،یززوکلی

 نیترکیزنزد بنزدیمزدل طبقزه کیز، Onanاستفاده کردنزد. 
سززازگار و  هوعزجمرمیزرا بزا  یبززترکی سزخت –مجزاور گنز  

سرطان پسزتان مزورد  کیاتومات صیتشخ یبرا یمورد نشیگز

   [.12] مطالعه قرار دادند

  Shen  ،سزرطان  ینزبیشیمدل هوشزمند پز کیو همکاران

[. 13] ارائزه دادنزد یکزاوداده هزایکیپستان با استفاده از تکن

سزرطان  صیثر در تشزخؤمز هزاییژگزیانتخزا  و یها براآن

 از بنزدیکزار طبقزه یو بزرا یانتخزاب صهیخصپستان از روش 

SVM  .استفاده کردندAalaei را  یژگزیو همکاران، انتخا  و
سزرطان پسزتان  صیتشزخ یبزرا کیژنت تمیاز الگور فادهبا است

دقزت بهزره  بهبزود یبزرا PS سزازیمطرح کردند و از مرتزب

در  ایو همکاران، مطالعه Raoمشابه  یقی[. در تحق15گرفتند ]
مبتلا به سزرطان پسزتان بزا  مارانیدر ب DNA صیخمورد تش

و  Ahmad[. 14ارائززه دادنززد ] کیززژنت تمیاسززتفاده از الگززور

 تمیبر الگور یسرطان پستان مبتن صیمدل تشخ کی کاران،هم
 (Artificial Neural Network)  یو شزبکه عصزب کیژنت

ANN [ 16ارائه دادند] زمانهمبه طور  کیزژنت تمیگورزاز ال و   
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شزبکه  یپارامترهزا سزازینزهیو به یژگزیظور انتخا  ومنه ب 
 %25/99 نیدقت بهتزر جیاستفاده شده است. نتا ANN یعصب

نشززان   WBCDداده موعززهرا در مج %29/95 نیانگیززو م

 Constructive) و همکزززاران، مزززدل Kabir. دهزززدیمززز
Approach Feature Selection) CAFS یرا بزر مبنززا 

به طور خودکزار  CAFS [.17] ددنارائه دا ANN یشبکه عصب

انتخزا   نزدیدر طزول فرآ یمخفز هیزلا یتعداد نودها نییبه تع

 .پردازدیم یژگیو
 استاندارد از مخززن هایپژوهش بر اساس مجموعه داده نیا    

(University of California, Irvine)UCI  کززه بززا
 صیشزده اسزت، جهزت تشزخ جزادیا FNAتسزت  استفاده از

به  قیتحق نیحال در ا نی[. در ع15] گردیده ائارسرطان پستان 

 یعنزی نزه،یزم نیزارائزه شزده در ا هزایروش نیترمهم یبررس

[ و 28بان ]یبزردار پشزت نی[، ماشز19] یشبکه عصزب هایروش

 بزا هزاروش نیزا سزهی[ پرداخته و ضمن مقا21] میدرخت تصم

 بندیمدل طبقه کیرا در قالب  افتهیمیتعمروش پشته  گر،یکدی

 هزایمزدل بیزترک قیزتحق نیزا یی. هدف نهادادارائه  یبیکتر

به منظزور  افتهیمیتعمپشته  کیتکن بر اساسمختلف  بندیطبقه
 .بودسرطان پستان  صیبهبود تشخ

  

 روش
و  صیبهبزود تشزخ یبزرا کزاربردی،-مطالعزه توصزیفی نیدر ا

 یشزبکه عصزب تمیسه الگور بیترکسرطان پستان از  ینبیشیپ
(Neural Network) NNبانیبزززردار پشزززت نی، ماشززز 

(Support Vector Machine )SVM میو درخززت تصززم 
(Decision Tree) DT افتزهی میپشته تعمز کیتکن یمبنا بر 

 ،کزاویداده طهیدر ح یافتهتعمیم. مفهوم پشته شد[ استفاده 22]

اسزت.  بنزدیمدل طبقه ندچ بیترک اساس بر ترقیدق ینبیشیپ
 لیمرحلززه تشززک نیو از چنززده ودبزز یبززیترک یشززنهادیروش پ

 .  شودیم

 یسزززرطان پسزززتان در فزززاز آموزشززز هزززایابتززدا داده در    

بلاک جداکننده بزه منظزور  کیشده و پس از آن  پردازششیپ

. شزد یطراح دیکلاس )برچسب( جد k به هانمونه بندیمیتقس
بززلاک  رو نیزز، از ادر نظززر گرفتززه شززد =k 2 قیززتحق نیزدر ا

 صیرا تخصز B ایز A دجدیز کزلاس نزهموجداکننده به هزر ن

باشزدیم یداده شده به صورت مجاز صتخصی کلاس. دهدیم

 سزرطان نزدارد( ایز دارد سزرطان) هزانمونزه یو با کلاس اصزل

مجموعزه داده بزه دو گزروه  هزایمتفاوت است. در واقع نمونزه

و  Aگزروه اول مربزوب بزه کزلاس  هایشده که نمونه میتقس

هسزتند. بزه منظزور  Bبزه کزلاس  وبربگروه دوم م هاینمونه

 از هزابزه نمونزه یکزلاس مجزاز صیو تخصز هیزاول یاسازجد

. در مرحلزه بعزد شزداسزتفاده  k-means بندیخوشه تمالگوری

بلاک جداکننده با کزلاس  هاینمونه یبرا بندیمدل طبقه کی

که در مرحله  ردگییم میمدل تصم نی. اشد جادیا Bو  A دیجد

بزلاک  یوجزخر هزاینمونزه. شزوند مزدل نهگوچ هابعد نمونه

بزر  یمستقل و متفاوت هایدر بخش Bو  Aجداکننده با کلاس 

. از آن شزوندیآمزوزش داده مز یافتزهتعمیمپشته  کیتکن یمبنا

 جزادیا یافتزهتعمیمپشته  یبر مبنا یبیترک بندیمدل طبقه کی

سزه  بیزترک اسزاس بزرارائزه شزده  بنزدی. مدل طبقهشودیم
 میو درخزت تصزم بانیبردار پشت نیماش ،یشبکه عصب متیالگور

اسزت و  یافتزهتعمیمپشته  یبر مبنا بی. روش ترکشودیم جادیا

در مزدل  ینقزش متفزاوت بنزدیطبقزه هایتمیاز الگور کیهر 

 . کنندیم فایا یینها بندیطبقه

دو  جزادیمرتبط با بزلاک جداکننزده باعزث ا بندیطبقه مدل   

 هزااز گزروه کیهر  یشده که برا Bو  A گروه نمونه با کلاس

موجود  های. نمونهشودیم یمتفاوت طراح بندیمدل طبقه کی

 یشزامل هزر دو کزلاس اصزل توانزدمزی هزااز گروه کیدر هر 
در  نیبنزابرا ؛سرطان ندارد( باشند ایمجموعه داده )سرطان دارد 

شده که دقت هزر سزه  جادیساختار ارائه شده سه مدل متفاوت ا

بزلاک  تیز. در نهاشزودیمحاسزبه مز یینها یابیارز یراب مدل

و  A کزلاس دو به هانمونه بندیجداکننده به منظور بهبود گروه

B  شودیم روزرسانیبه یتکرار ندیفرا کیدر. 

ابتزدا  ش،یدر فزاز آزمزا یکزلاس نمونزه ورود نیزیتع یبرا    

مرتبط با بزلاک  بندیتوسط مدل طبقه B ای A یکلاس مجاز

 یکلاس مجاز نییشود. سپس با تعیداده م صیه تشخندکنجدا

 هزایاز مزدل یکزینمونه بزه سزمت  دهیجهت ،ینمونه ورود

 یی( انجزام شزده و کزلاس نهزاBگروه  ای A)گروه  بندیطبقه

 نیا ی. خروجشودیم ینبیشیمربوطه پ بندیبا مدل طبقه نهنمو

داده شزده  صیتشزخ یدر واقع کزلاس خروجز بندیمدل طبقه
 ییاسززت و از آن در محاسززبه دقززت نهززا ینمونززه ورود یرابزز

را نشزان  یشنهادیروش پ انیروند جر 1. شکل شودیاستفاده م

 .دهدیم
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 يشنهاديروش پ انی: روند جر3شکل 

 

 

  یشنهادیهر بخش از روش پ اتیجزئ

 رظزومن بزه هزاداده پزردازششپزی :هراداده پرردازيشيپ   

. در ابتدا شودیانجام م هیاول هایو بهبود کیفیت داده سازیآماده
که به دانش نهفتزه  ماریشناسه ب ریاز مجموعه داده نظ ییلدهایف

 هایینمونه نی. همچنیدگردحذف  باشد،یدر اطلاعات مرتبط نم
مشزخص « ؟»)بزا نمزاد  هستند[ 23گم شده ] ریمقاد یکه دارا

از روش  ن،ی. علاوه بر انددشه حذف ادد از مجموعه زنی( اندشده

Z-score [. 25اسززتفاده شززده اسززت ] سززازینرمززال یبززراZ-

score و انحزراف  نیانگیزو م دهزدیصفر قرار م تیمرکز یرو

. رابطزه کندیم 1و  8 بیبه ترت یژگیهر و برای را هانمونه اریمع

 .کندیم فیرا تعر Z-score سازی( نرمال1)

(1) ,

,

i j jz score
i j

j

e
e








  

i,که  ییجا je  مقدار ویژگیi  را برای نمونهj دهد. نشان می

j  وj  به ترتیب میانگین و انحراف معیار مقادیر ویژگیi 

 باشد.ها میبرای تمام نمونه

در این تحقیق از یک بزلاک جداکننزده بزه بلاک جداكننده: 

ن ایزکزلاس مجزازی )در  kهزا بزه بندی نمونزهمنظور تقسیم

2kتحقیق   هزای مجموعزه داده شد. در واقع نمونه( استفاده

هزای گزروه اول مربزوب بزه به دو گروه تقسیم شده که نمونزه
هسزتند.  Bهای گروه دوم مربوب به کزلاس و نمونه Aکلاس 

نمونزه روی یزک روش  nفرض کنیزد یزک مجموعزه داده بزا 
بنزدی اعمال شود. در اکثر مواقع مدل طبقزه دیرابندی انفطبقه

شزود. ها نمیموفق به تشخیص و آموزش صحیح برخی از نمونه
توانزد بزه صزورت زیزر ها را میبندیدلایل ایجاد خطا در طبقه

 توصیف کرد.

 در اسزت ممکزن هزانمونه یبعض در هایژگیو از یبرخ ریمقاد -

 بزا سزهیمقا در که نداشب شده داده رخ یخاص و نادر اریبس حالات

 هستند. یمتفاوت ریمقاد هانمونه ریسا

 خاص یژگیو ریمقاد با هانمونه از یبرخ تعداد است ممکن -

 باشد. کم اریبس یآموزش داده در کلاس کی یبرا

 است ممکن شیآزما و آموزش هایداده بندیمیتقس طیشرا -

 هانمونه یبرا خاص کلاس چند ای کی فرکانس کاهش به منجر
 شود.

 مشاهده زین تیواقع در و هستند زینو هانمونه از یبرخ -

 .شوندینم
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 مزدل دو آمزوزش منظزور به یشنهادیپ جداکننده بلاک کیتکن

 بزه قیزتحق نیزا در .شزد ارائزه مزدل کیز یجا به بندیطبقه

 B و A برچسزب دو یآموزشز هزایداده در ،یورود هزاینمونزه

 توجزه بدون هاسبرچب نیا .شد داده اختصاص یمجاز صورتبه

 جداکننزده بلاک فهیوظ .باشندیم هانمونه یواقع هایبرچسب به

 یطزور هبز است B و A کلاس دو به یآموزش هاینمونه میتعم

 و صیتشزخ شزود. بنزدیطبقه مجزا مدل کی با برچسب هر که

 قیتحق نیا چالش B و A برچسب دو به هانمونه سازیجدا نحوه

 منظزور بزه .شزودیم سازینهیبه یرراتک ندیآفر کی در که است

 از هزانمونزه بزه یجزازم برچسزب صیتخصز و هیاول یجداساز

 .شد استفاده خوشه سه با K-means [24] بندیخوشه تمیالگور

 کزلاس شتریب اعضاء تعداد با هاییخوشه در موجود هاینمونه به

A و B دو هزر اعضاء نیکمتر با خوشه در موجود هاینمونه به و 
 روش نیزا از اسزتفاده لیزدل .شد داده صیتخص B و A بچسبر

 نیهمچن و B و A کلاس دو اعضاء نیب شباهت حفظ یجداساز

 نیبز اشتراک جادیا و هابرچسب از کی هر در نمونه کاهش عدم

 بنزدیطبقزه روش کیز بزا کزه هزایینمونه واقع در است. هاآن

 در دونشزیمز ییکارا شیافزا باعث و شده مدل یراحت به مستقل

 کزه هایینهنمو ن،یا بر علاوه .رندیگیم قرار B و A گروه دو هر

 از اسزتفاده با هاآن کلاس حیصح صیتشخ مختلف لیدلا به بنا

 نیب و کرده یجداساز را باشدینم ممکن مستقل بندیطبقه کی

 .شوندیم میتقس گروه دو

 یانفزراد بندیطبقه مدل کی از یجداساز نیا کردن مدل یبرا

 شزبکه تمیالگور که داد نشان شده انجام هاییبررس .شد هادتفاس

 مزدل رو نیا از است، داشته بخش نیا در یبهتر عملکرد یعصب

 .باشزدیمز یعصزب شزبکه جداکننزده بلاک با مرتبط بندیطبقه
 مززدل ییکززارا شیافزززا در یثرؤمزز نقززش مززدل نیززا ینگززیبه

 صیتخصزز و یجداسززاز نحززوه لززذا دارد، یینهززا بنززدیطبقززه

 ن،یزا بزر عزلاوه شزود. سزازینزهیبه دیزبا یمجاز هایسبرچب

 در B و A کززلاس بززا جداکننززده بززلاک یخروجزز هززاینمونززه

 افتزهیمیتعم پشته کیتکن یمبنا بر یمتفاوت و مستقل هایبخش

 هزانمونزه از گزروه هزر یبزرا رو نیزا از .شزوندیم داده آموزش

 مزدل کیز (B کزلاس بزا هزانمونزه و A کزلاس بزا ها)نمونه

 .شودیم جادیا بندیهبقط
 پشرته کيرتکن از يرگيربهرره با بنديطبقه مدل آموزش

 طبقزه از یزک هزر یخروجز افتهی میتعم پشته در :افتهی ميتعم

 هابندیطبقه گرید در بالاتر سطح ریادگی یبرا یورود کی ،بندها

 نمزوده بیترک را هاآن یخوب چه به کندیم مشخص که باشدیم

 پشززته یمبنززا بززر یرابتکززا روش کیزز قیززتحق نیززا در اسززت.

 بزردار نیماش ،یعصب شبکه بندطبقه سه بیترک یبرا افتهیمیتعم

 پشزته تمیالگزور سزاختار .شزد ارائزه میتصزم درخزت و بانیپشت

 لیتشزک هیزدولا از بندیطبقه هایمدل بیترک یبرا افتهیمیتعم

 یور کزه دارنزد قزرار بنزدهاییطبقزه اول، هیزلا در اسزت. شده

 اتمزام از پزس .ننزدبییمز آمزوزش یریادگیز همجموع هایداده

 هزایداده تمزام یازا بزه اول هیلا بندهایطبقه یخروج آموزش

 قزرار دیجد داده مجموعه در و شده آوریجمع یریادگی مجموعه

 دوم هیزلا بنزدطبقزه به یورود عنوان به مجموعه نیا .رندگییم

 نگاشزت ومد هیزلا بنزدطبقهراف سپس .شودیم داده (بند)فراطبقه

 بزا را اول هیلا یمعمول بندهایطبقه از کی هر هاییخروج انیم

 پشزته کیتکن به توجه با .ردگییم ادی یواقع یخروج هایکلاس

 کزلاس شزامل شزده جزادیا دیزجد داده مجموعزه افته،ی میتعم

 نیهمچنزز و اول هیززلا هززایبنززدیطبقززه از کیزز هززر یخروجزز

 هزر یبزرا اول هیلا در .باشدیم یاصل دهدا مجموعه هاییژگیو

 م،یتصزم درخزت بنزدیطبقه سه مشابه طور به هانمونه از گروه

 هزایتمیالگزور دارد. وجزود یعصب شبکه و بانیپشت بردار نیماش

 هزاینمونه یبرا بیترت به بانیپشت بردار نیماش و میتصم درخت

 تمیورالگز دو نیزا شزود،یم استفاده دوم هیلا در B و A کلاس

 نیزا در .انزدداشته هابخش نیا مدل جادیا در را عملکرد نیبهتر

 هزر یواقع کلاس و شده حذف هانمونه از یمجاز کلاس بخش

 .شودیم استفاده مدل جادیا یبرا نمونه
 یروزرسزانهبز و تکرار ندیآفر در :یبيترك بنديطبقه مدل دقت

 تورص به یشنهادیپ بندیطبقه مدل کل دقت جداکننده، بلاک

 .شودیم محاسبه (2) رابطه
(2) 1 2 3( )TrainAccuracy Average C C C   

 

دقت  2Cبندی بلاک جداکننده، دقت طبقه 1Cدر این رابطه 

دقت خروجی  3Cو  Aهای کلاس خروجی مدل برای نمونه
است. اگر دقت محاسبه شده در  Bهای کلاس مدل برای نمونه

یند اجرای الگوریتم متوقف آتکرار متوالی تغییر نکند، فر  طی
35 شود. در اینجامی  .در نظر گرفته شده است 

با توجه به هدف : بلاک جداكننده یروزرسانبهفرایند 

سازی بلاک جداکننده و اهمیت جداسازی الگوریتم در بهینه

باشد. بلاک جداکننده می یروزرسانبهها، نیاز به تکرار و نمونه
در این تحقیق از یک الگوریتم تپه نوردی برای جستجوی 

ها( ترین جداسازی نمونهترین بلاک جداکننده )مناسببهینه

نوردی، بلاک جداکننده از الگوریتم تپه ارکرشد. در هر تاستفاده 
 شود. در اینجامی یروزرسانبهبندی با هدف بهبود دقت طبقه
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ADS های آموزشی کلاس به نمونهA و BDS های به نمونه
بلاک جداکننده به  یروزرسانبهاشاره دارد.  Bآموزشی کلاس 

 شود.انجام میر زیصورت 
بندی شده است، که به اشتباه طبقه ADSاز  هر نمونه  -

-انتقال پیدا می BDSبه مجموعه داده  به احتمال 

1کند و به احتمال    با یک نمونه ازBDS  که به
شود )در اینجا می جاجابهبندی شده است، اشتباه طبقه

0.5  .)در نظر گرفته شده است 
 ت،اسبندی شده که به اشتباه طبقه BDSاز  هر نمونه  -

کند و به انتقال پیدا می ADSبه  به احتمال 
1احتمال    با یک نمونه ازADS  که به اشتباه
 .ودشجا میهبندی شده است، جابطبقه

ای با نمونه BDSو  ADSاگر در یکی از دو گروه   -
  بندی اشتباه یافت نشد، همواره احتمالکلاس

 شود.جایی انجام میبرقرار است و جابه

برای دي در فاز آزمایش: روو تعيين كلاس نمونه

بینی کلاس نمونه ورودی جدید در فاز آزمایش، ابتدا نمونه پیش
بندی بلاک جداکننده ارزیابی ورودی با استفاده از مدل طبقه

شود. کلاس نمونه آن مشخص می Bیا  Aشده و کلاس 
 بندی جهت تعیین کلاس واقعی را بینی شده نوع طبقهپیش

بنداز مدل فراطبقه Aهای کلاس نمونه جاینکند. در اتعیین می

بند از مدل فراطبقه Bهای کلاس درخت تصمیم و نمونه 
کنند. بینی سرطان استفاده میماشین بردار پشتیبان جهت پیش

 شود.حاصل می (3)های آموزشی از رابطه دقت نهایی داده

 

(3) 
1

11
,

0

N
i i

i ii

c t
TestAccuracy

c tN
 




  


 

 

کلاس  icهای آزمایش، تعداد نمونه Nدر این رابطه 
کلاس واقعی نمونه ورودی  itنمونه ورودی و  شدهینیبشیپ

 باشد.می
 

 نتایج

روش پیشنهاد شده از  لیوتحلهیتجزسازی و برای انجام شبیه
های روی مجموعه داده 2817 خهنس Matlabافزار نرم

WBCD (699  9نمونه و  ،)ویژگیWDBC (469  نمونه و

ویژگی( از پایگاه  32نمونه و  195) WPBCویژگی( و  31
ها به [ استفاده شده است. همه ویژگی26] ویسکانسینداده 

ها صورت مقادیر عدد صحیح هستند. علاوه بر این، همه نمونه

سرطان پستان »و « دارد انستسرطان پ»دارای دو کلاس 
چند نمونه از رکوردهای مجموعه  1باشند. جدول می« ندارد
 دهد.ویژگی نشان می 9را با  WBCDداده 

 

 WBCD: چند نمونه از ركوردهاي مجموعه داده 3جدول 

برچسب 

 كلاس

 تقسيم

 ميتوز

هستک 

 نرمال

كروماتين 

 مطلوب

هسته 

 خالی

 هايسلول اندازه

 اپيتليال

ی چسبندگ

 ايحاشيه

 یکنواختی

 شکل سلول

 یکنواختی

 اندازه سلول

 ضخامت

 توده

شناسه 

 بيمار

2 1 1 3 1 2 1 1 1 4 1888824 

2 1 2 3 18 7 4 5 5 4 1882954 

2 1 1 3 2 2 1 1 1 3 1814524 

... ... ... ... ... ... ... ... ... ... ... 

 
بی یارزبرای ا Fold-10در این تحقیق از تکنیک اعتبارسنجی 

[. در هر مرحله از اعتبارسنجی، 27شود ]مدل استفاده می
 PE)آموزش( و  TE مجموعه داده اصلی به دو بخش

و  TE ها براینمونه %98که  یی)آزمایش( تقسیم شده، جا

شود. به منظور حصول استفاده می PEدیگر برای  18%

بار اجرای الگوریتم در  28اطمینان از نتایج ارائه شده میانگین 

نتایج روش  2ها محاسبه شده است. جدول تمام آزمایش
و  WBCD ،WDBCپیشنهادی را برای سه مجموعه داده 

WPBC دهد.نشان می 
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 WPBCو  WBCD ،WDBCبراي سه مجموعه داده  ديها: نتایج روش پيشن2جدول 

دقت مدل بلاک  مجموعه داده

 جداكننده )%(

دقت مدل 

 )%( Aبرچسب 

دقت مدل 

 )%( Bبرچسب 

 دقت روش پيشنهادي )%(

 بهترین ميانگين

WBCD 93/97 98/95 88/97 45/99 57/99 

WDBC 85/99 35/99 53/99 45/99 93/99 

WPBC 64/95 35/97 84/95 55/99 94/99 

 

در روش پیشنهادی برای ساخت مدل بلاک جداکننده از 
های (، برای مدل کردن نمونهNNبندی شبکه عصبی )طبقه

( و برای مدل DTبندی درخت تصمیم )از طبقه Aبرچسب 
بندی ماشین بردار پشتیبان از طبقه Bهای برچسب کردن نمونه

(SVMبهره گرفته شد )  ن ای. بررسی صحت انتخا

انجام شده  2های مختلف در شکل ها برای بخشالگوریتم
 ,NN, DTدهد که ترکیب است. نتایج این بررسی نشان می

SVM بندی دارد.بهترین عملکرد را برای مدل طبقه 

های در ادامه نتایج روش پیشنهادی با تعدادی از روش
بندی مورد های طبقه. روشدشبندی کلاسیک مقایسه طبقه

 (Multi-Layer Perceptron) ه عصبیبکش مقایسه
MLP درخت تصمیم ،ID3  .و ماشین بردار پشتیبان هستند

 WBCD ،WDBCنتایج این مقایسه برای سه مجموعه داده 

 .ه استگزارش شد 3در جدول  WPBCو 

 

 
 يشنهاديپ وشهاي مختلف ربند مستقل در بخش: نتایج استفاده از سه طبقه2شکل 

 

 

 SVMو  MLP ،ID3بند : نتایج مقایسه دقت تشخيص سرطان پستان در روش پيشنهادي و سه طبقه1جدول 

 روش پيشنهادي ماشين بردار پشتيبان ID3درخت تصميم  MLPشبکه عصبی  مجموعه داده
WBCD 33/59 54/92 45/93 45/99 
WDBC 68/4 17/93 23/98 45/99 

WPBC 18/55 78/98 57/91 55/99 
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برای بررسی عملکرد روش پیشنهادی، نتایج این تحقیق با 
های تشخیص سرطان پستان که از تعدادی از جدیدترین روش

اند، های خود بهره گرفتهپایگاه داده ویسکانسین در آزمایش
 دهد.نتایج این مقایسه را نشان می 5مقایسه شده است. جدول 

 
 

 ها مشابه روي پایگاه داده ویسکانسينيشنهادي با سایر روش: مقایسه دقت تشخيص سرطان پستان مدل پ1جدول 

 SMO-IBK, 2012 روش پيشنهادي

[21]  

RS-BPNN, 2015 

[21]  
ODA, 2016 

[30] 
EM-Fuzzy, 2017 

[1]  
 مجموعه داده

45/99 25/97 38/97 98/99 28/93 WBCD 

45/99 81/97 68/95 68/99 18/95 WDBC 

55/99 22/95 5/98 - - WPBC 

 

 

 گيريبحث و نتيجه
 

های نوین توان سیستمکاوی میهای دادهبا استفاده از الگوریتم
تری در نظام سلامت و درمان ارائه کرد که با دقت و با صرفه

 با حاضر تحقیقبالایی قادر به تشخیص سرطان پستان باشند. 
 از استفاده با ستانبدخیم پ و خیمخوش سرطان تشخیص هدف

بندی ترکیبی دو لایه مبتنی بر تکنیک پشته یک مدل طبقه

هایی که شد. تشخیص و جداسازی نمونه تعمیم یافته انجام
شوند، با استفاده از یک بلاک جداکننده در باعث ایجاد خطا می

بندی رویکرد جدیدی در روش راستای افزایش دقت طبقه

 اثربخشی از نشان وضوح رسی بهبر پیشنهادی است. نتایج این

بندی ترکیبی و تکنیک پشته تعمیم یافته در مدل طبقه
 از این روش استفاده بنابراین ؛دارد پستان را سرطان تشخیص

 به تهاجمی،غیر تشخیصی هایروش سایر در کنار تواندمی

برای  با دقت بالا تشخیص پشتیبان سیستم عنوان یک
گیرد. علاوه بر این،  قرار ادهتشخیص این بیماری مورد استف

های احتمالی آسیبتواند موجب کاهش می روشاستفاده از این 
شود و دقت  یرضروریغهای عملهای تهاجمی و روش

 تشخیص سرطان پستان را بهبود بخشد.

دهد که استفاده از شبکه ها نشان مینتایج حاصل از آزمایش   
ی بلاک های مجاز( برای مدل کردن کلاسNNعصبی )

کند. این دقت برای جداکننده بهترین دقت را فراهم می

های و برای مجموعه داده %95حدود  WBCDمجموعه داده 
WDCB  وWPBC  است. با توجه به این %94و  %99حدود 
ها باعث کاهش خطا در مدل بندی صحیح نمونهکه تقسیم

این بندی لذا کارایی مدل طبقه ؛هد شدابندی نهایی خوطبقه
باشد. به همین دلیل است بخش از اهمیت بالایی برخوردار می

 در نوین روش عنوان به عصبی مصنوعی هایکه شبکه

 هایسال در محققین از توجه بسیاری مورد هابیماری تشخیص

هایی با است. علاوه بر این برای گروه نمونه گرفته قرار اخیر
بندی های طبقهبه ترتیب الگوریتم Bو  Aهای مجازی کلاس

( بهترین SVM( و ماشین بردار پشتیبان )DTدرخت تصمیم )

 دهند.ها را گزارش میدقت
دهد که روش نشان می 3نتایج مقایسه در جدول  یطورکلبه

بندی کلاسیک های طبقهپیشنهادی در مقایسه با سایر مدل

دارد. تجربه نشان داده است که ترکیب  یتوجهقابلبرتری 
ی انجام شده توسط چند روش معمولًا هاپیشگویی

های انفرادی حاصل تری را نسبت به مدلهای دقیقپیشگویی
کند. برتری روش پیشنهادی به طور میانگین در مجموعه می
 %11حدود  MLPنسبت به شبکه عصبی  WBCDداده 

این  WPBCو  WDCBهای است. برای مجموعه داده
برتری روش است. همچنین  %13و  %16برتری حدود 

روی مجموعه  ID3پیشنهادی در مقایسه با درخت تصمیم 

 %7، %7به ترتیب  WPBCو  WBCD ،WDCBهای داده
باشد. علاوه بر این، به طور مشابه روش پیشنهادی می %18و 

گزارش  SVMرا نسبت به روش  %9و  %18، %7برتری 

 دهد.می
نیز نتایج های مشابه روش پیشنهادی در مقایسه با سایر روش

روش  5قابل قبولی را ارائه داده است. با توجه به جدول 

 Outlier Detection) الگوریتمپیشنهادی پس از 
Algorithm) ODAدارد.  در رتبه دوم قرارODA  یک

ها و ترکیب بندی ویژگیای است که از گروهالگوریتم سه مرحله

خیم یا برای شناسایی خوش J48و  ODAهای الگوریتم
کند. دلیل برتری های سرطانی استفاده میدخیم بودن نمونهب

باشد ثر میؤهای میند انتخا  ویژگیآاین الگوریتم استفاده از فر

 [
 D

ow
nl

oa
de

d 
fr

om
 jh

bm
i.c

om
 o

n 
20

26
-0

1-
29

 ]
 

                             8 / 11

https://jhbmi.com/article-1-387-fa.html


 دوم ، شماره هفتمدوره ، 3111 تابستان  مجله انفورماتيک سلامت و زیست پزشکی

 

330                       112-102): 2(7; 2020 Informatics Biomedical and Health of Journal 

 

بندی کاهش ها را در مدل طبقهکار افزونگی داده که با این
میزان  بر اساسها را دهد. این روش انتخا  ویژگیمی

دارای همبستگی  همبستگی انجام داده و بر گروه ویژگی که
 کمتر است تأکید دارد.

دهد که روش پیشنهادی نسبت به نتایج همچنین نشان می

و  SMO-IBKو  EM-Fuzzy ،RS-BPNNهای الگوریتم
-EMها برتری دارد. الگوریتم به ازای همه مجموعه داده

Fuzzy  برای تشخیص سرطان  فازیسیستم مبتنی بر از یک
 EMها توسط روش نیز ویژگی کند. در ایناستفاده می پستان

 بندی و ایجاد پایگاه قوانین ازبندی شده و برای کار طبقهگروه
استفاده شده است. برتری روش  CARTدرخت رگرسیون 

 WBCDهای پیشنهادی نسبت به این روش در مجموعه داده

-RSاست. الگوریتم  %6و  %7به ترتیب حدود  WDBCو 

BPNN ها و ر برای انتخا  ویژگیاز رابطه همبستگی ناهنجا

کند. این بندی از یک شبکه عصبی استفاده میبرای کار طبقه
 هایداده روش عملکرد مناسبی در مدل کردن سایر مجموعه

بالینی نظیر هپاتیت و بیماری قلبی نیز داشته است. برتری 

های روش پیشنهادی نسبت به این روش در مجموعه داده
WBCD ،WDBC  وWPBC و  %1، %2تیب حدود به تر

در تحقیق  SMO-IBKاست. در نهایت الگوریتم  18%

Salama های مدل تجربی با توجه به مقایسه [29] و همکاران
پستان عملکرد  سرطان تشخیص برای بندیمختلف طبقه

 kبر پایه  IBKبهتری نشان داده است. در این روش 

 ترین همسایه است و در یک مدل ترکیبی با روشنزدیک
(Sequential Minimal Optimization)SMO  تلفیق

برتری روش پیشنهادی را نسبت به این  5شود. نتایج جدول می
هد. این ها نشان میالگوریتم نیز برای همه مجموعه داده

است و برای  %2حدود  WBCDبرتری برای مجموعه داده 

 %6و  %3حدود  WPBCو  WDCBهای مجموعه داده
 باشد.می

ائه شده با توجه به تخصیص کلاس جدید و هدایت روش ار

تر توانسته بندی با ارزیابی دقیقها به سمت طبقهمسیر نمونه
بندی کلاسیکهای طبقهاست دقت بهتری نسبت به روش

روش تشخیص سرطان پیشنهادی در  یطورکلبهگزارش دهد.  
های مورد بررسی و به ازای برخی از مقایسه با سایر روش

های داده دقت بیشتری داشته و در بقیه موارد نیز دقت پایگاه
 دهد. مناسبی را ارائه می
هایی که باعث مبنای بلاک جداکننده، نمونه روش پیشنهادی بر

شوند را شناسایی کرده و با ایجاد بندی میایجاد خطای طبقه
 ؛بندی متفاوت سعی در کاهش این خطا داردهای طبقهمدل

هایی که احتمال وجود برای مجموعه دادهبنابراین این روش 

ها بیشتر است عملکرد های با مقادیر خاص در آننویز و نمونه
بهتری خواهد داشت. با توجه به عدم بررسی وجود نویز و 

شود این مورد در ها در این تحقیق، پیشنهاد میپالایش آن

های این تحقیقات آینده در نظر گرفته شود. از جمله محدودیت
از دست رفته به دلیل حذف  هایداده زیاد مقادیر حقیق،ت

این های است. از دیگر پیشنهاد پردازشها در بخش پیشنمونه

های بهتری نظیر میانگین گرفتن در تحقیق اعمال سیاست
باشد. علاوه بر این، اگرچه به هایی میبرخورد با چنین نمونه

یگاه داده رسد روش پیشنهادی عملکرد خوبی در پانظر می

اما هیچ بینش کیفی وجود ندارد که برای  ؛دارد ویسکانسین
رو  ها نیز این عملکرد مناسب باشد. از اینسایر مجموعه داده

ها شود عملکرد این روش برای سایر مجموعه دادهپیشنهاد می

های این تحقیق، نیز بررسی شود. یکی دیگر از محدودیت
است که این روش برای بالایی  پیچیدگی محاسباتی نسبتاً

هایی با ها دارد. این مسئله برای مجموعه دادهجداسازی نمونه
شود برای های زیاد بحرانی است و پیشنهاد میتعداد نمونه

های اکتشافی نظیر بلاک جداکننده از الگوریتم یروزرسانبه

 کاهش ابعاد که این به توجه ژنتیک استفاده شود. همچنین با
ثر است، ؤم بندیهای طبقهمدل عملکرد بر واقعی هایداده

نیز مورد  ویژگی انتخا  هایانواع روش ثیرأشود تپیشنهاد می

 بررسی قرار گیرد.
 

 منافع تعارض

تضاد  گونههیچ که نمایندمی تصریح نویسندگان وسیلهبدین
 ندارد. وجود حاضر پژوهش خصوص در منافعی
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Introduction: Breast cancer is one of the most common types of cancer whose incidence has 
increased dramatically in recent years. In order to diagnose this disease, many parameters must be 
taken into consideration and mistakes are possible due to human errors or environmental factors. 

For this reason, in recent decades, Artificial Intelligence has been used by medical practitioners to 
diagnose this disease. 
Method: In this applied-descriptive study, the diagnosis of breast cancer using stacked 
generalization was presented in the form of an ensemble model based on MLP neural network, ID3 
decision tree, and support vector machine methods. To improve the performance of the ensemble 
classification model, a new approach called separator block was used. This block is responsible for 
identifying instances that cause errors in the classification model. 
Results: In order to evaluate the accuracy of the proposed method, the Wisconsin database for 

breast cancer was used. The experimental results showed the superiority of the proposed method 
over other similar methods. The accuracy of the classification model presented on the WBCD, 
WDBC, and WPBC datasets from the Wisconsin database was 99.54%, 99.58% and 99.84%, 
respectively. 
Conclusion: Data mining algorithms can provide new and more cost-effective systems in the field 
of health and treatment that can diagnose breast cancer with high accuracy. In this study, modeling 
based on the stacked generalization technique was of high accuracy in the diagnosis of breast 

cancer. 
 
Keywords: Stacked Generalization, Data Classification, Wisconsin Database, Data Mining, Breast 
Cancer 
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