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 یموورد برر و یاریدر مقالات بس PIMA ابتیمجموعه داده د
 گواهیمجموعوه داده هوه اپ پا نیپژوهشگران قرار گرفته ا ت. ا

 The) ایوووفرنیدانشوووگاه ها  نیرویوووا نیماشووو یریادگیووو داده

University of California, Irvine )UCI  گرفتوه شو ه
 ا ه و با تبوار  12خانم، ح اقل  ماریب 867ا ت، شامل اطلاعات 

 یفورد دارا 167  ادتعو نیوا وت هوه اپ ا PIMAپو تان  رخ

 هستن .  ابتیفرد فاق  د 055و  ابتید
صورت گرفتوه ا وت بوه  PIMA تا تید یهه رو یهار نیاو 

[ بوا 2« ]و همکواران Smith»هه  ییجا گرددیبرم 2877 ال 

را جهووت  یبایووارپ ADAP یا ووتفاده اپ موو ل شووبکه ع ووب
انجوا   PIMA رخپو وتان  تیدر جمع ابتیداشتن د ینیبشیپ

و همکاران مشوص  هردنو  هوه مجموعوه  Smith[. 1دادن  ]

خوون دو  واعت قنو  یهایژگیناشناخته در و ریقادم یداده دارا
ضصامت عضوهه  ور بواپو،  ک،یا تو یخون دبع  صبحانه، فشار

 (.2 ا ت )ج ول ی ر  و شاخ  توده ب ن نیانسو 

، PIMAگمشو ه، مجموعوه داده  ریمقاد ابت،ید ها:واژهکلید

 یهاوداده
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  PIMAهای موجود برای هر یک از متغیرهای ورودی مجموعه داده دسته :1جدول 

Input variable # of 

categories 
Categories 

Number of times pregnant 3 { 1 ،2 ،5 },{ 6 ،0 ،4 ،3 }, { 8 < } 
1 Hr glucose tolerance 6 { 2/5-78 },{ 2/258 – 1/78 } {blank, 1/258 - 2/213 } { 1/213 - 2/243 } { 1/243 - 2/260 } {> 1/260 } 
Diastolic BP 4 {blank}{2- 2/86 } { 1/86 - 2/87 } {> 1/87 } 
Triceps skin fold 4 {blank} {2-10} {16-31} {>33} 
1 Hr serum insulin 0 {blank} {2-225} {222-205} {202-145} {>142} 
Body mess inbox 0 {2- 724/11 },{ 720/11 - 34/16 },{blank, 342/16 - 00/33 },{ 002/33 - 063/30 } {> 064/30 } 
Diabetes Pedigree Function 0 {5- 144/5 } { 140/5 - 010/5 } { 016/5 - 850/5 } { 856/5 - 22/2 } {> 22/2 } 
Age 0 {12-14} {10-35} {32-45} {42-00} {>00} 

 .[3]اند مشخص شده blankدر اين جدول مقادير ناشناخته با کلمه 
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این مقادیر ناشناخته هه در مجموعه داده با مق ار صفر مشص  

مقادیر تحت نا   [1-10]ان ، در مقالات بسیاری اپ جمهه ش ه
تع اد مقادیر معتبر و گمش ه در  1ان . ج ول گمش ه ذهر ش ه

 SPSSافزار ده  هه با نر این مجموعه داده را نشان می

هایی ذهر ش ه حا به ش ه ا ت. در حقیقت ویژگیم 26نسصه 
توانن  مق ار صفر داشته باشن ؛ به عنوان به  حاظ پزشکی نمی

خون در یک انسان پن ه صفر نیست هه میزان قن  مثال منطقی
 .[8]باش  

، ب ون در نظر [16] گلصباغ این در حا ی ا ت هه در مقا ه

تن مقادیر گمش ه و راهی برای اداره هردن آن به اجرای گرف
های داده هاوی پرداخته ا ت. در این مقا ه ج و ی )با نا  روش

: متغیرهای اطلاعاتی مورد ا تفاده( ذهر ش ه هه حاوی 2ج ول 

ا ت و در آن باپه مجاپ  PIMAاطلاعات مجموعه داده 
ته هه خلاف های دارای مق ار گمش ه را شامل صفر دانسویژگی

قوانین پزشکی و هارهای پژوهشی صورت گرفته بر روی این 

 مجموعه داده ا ت.
 

 PIMA [3]ها در مجموعه داده مقادیر گمشده ویژگی 1جدول 
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