[ Downloaded from jhbmi.com on 2026-01-29 ]

L 5 Ceodw Sl ) aleo
Ky Kila gl i Sy

Ve e IATIT o g3 o plod wiin )05

S ot (559 0 Al

b b lido Wi (5310 32 3 9 339l 31 0Ol U Logals’ (g a0 39093 i

S boduwn 39 90 S 2 Gn0s (5 b s gy

T ST (S b el koo 708155 ;K sitaan & I35 it )
VYEoeVVE s piye 1YA9/9Y/0 1o céb yo e

ot oo GBI g e Glop & e o 5> g dge 4 et & Cul (Gie slayge8 (il Sl (S LoglS tdende
LS () paad polas jl edldtel b logdS jausuis die) 10 ol pbul sla jidgh Judot o wyp 4 adllas pl 3 26 0
A5 &3y ses 650 slo gy b ebliie

,» ArxivdEEE Springer ScienceDirect PubMed sleMbl sleoll o 13 48 el diallss (¢ y950 dalllas ol 1 g
O 3585 5108 oo 390 (g8 SladS 1 ealitul U (b oSS llllan L5L jalaie 4 VeV BV Y. ol Jlo Sloj ol
23,5 gl o)y S b 390 SleMbl g Qll ¢ singhy Ban bl 3 5 Z9) 5 99)9 Slaslre bl b dlie
bl (gyglaes Joli anly e ks G 5l a8 oly lis ladllie gy 133)S Gl ol imgh allis YO colys o gl
oizsl LogglS (s3h0 y9095 SALLISY 5 (sbaid (SjloylST Car (Jo @l (sl 9 Jae ilosly 9 (Sl Bibn i
oy lne bnyimgh el )5 .l 03,8 odliinl o3 bge] Liw | slade 5 oges plai dcgere ;I lnadllae ST .05l 03,8
Sloss ool Joo 048 byl (gbojbire lgis & (sddted > Como jlre g (s iSy D mld LS

Spe it (gtiond 9 (8 by ST 4y s Lo i ol 351 53 a5 amd o (L5 alllas (il (sloatdly 2 oS Aol
skt 4 LogslS (san > (ogad 4 g (5 jloylSST dine )3 gyt Slllas 235 o Slaidiy ol pls fesl 039y () Sngly 425
9 plosl (S parsls S8 (b il ) 4

bl 1085 (6 oy pad ogelS (g5he j5058 cBras (5,500 039S

L;J,’f:\.:L;Lauf:‘g)b'ﬁwvng;)‘:ﬂx}df_;w)'luwﬂlQh}féﬁjyju@;.ﬁlﬁ\w $obToa! (g s ¢ hlanzn ;:\jtﬁjilhgr;;_j S iElrsle
AN AF e (S G s Cadl &Sl 5l a5 latuanns 5,0 S 2 Gns

Ol 0 ool 13T oK ils (oliions 5 gl Sy bl 5 &y e oSty (el (55515 Sy pte 03,5 (DleMbl (6 5L8 T e (5575 (5 gzl )
Ol el 0t (S ke Kails ( Saj Sl 5 e 0dS1s (Glays 5 bl Dbl s ke 05,5 oliils ( Sy Sl siil g1 S75.Y
Ol (5 S el it o515 5 genlS sl 5 By odSTENS 5pealS ke 03 8 Sluslid ¢ 8 grme J2gm (175 Y

o313 S0 oz 1 J o okin g3

Sl 3 g DMl Ly o0y 8 ( Sy Glaspdbl 5 &y e 0aSils 01l (S psle o3 (ol Ay DL ¢ and 5 DU Ol45 1 yST

« Email: langarizadeh.m@iums.ac.ir CYOMYAFY Y 2 led o sladse


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

Ol)Ser g S35

Sy oo 59 30 Sz aa0s (3530 L bogdlS' ausuld

Solon ey Sl (6 pSay g Gl Gloj SRS ((s)lon
Sleslawl Jds an hlew colsy opdy YU cadgl Jolpo jo
(orld gLty sl 4 (e2li it adds bl
Gros 5353k Uy cng slagbey crl il (S 4] wibs
g 0jo> 53 ele (65 Sl (Slasgere oS
o g Woaly il 5o bl 320 5 Slae 5l 5 Canl (S giunn
S p5L S o ME (6 xS el oy Sl Jo sl
roleal Jlodigan ;o5 jogad ay el 0jg> 13 5 03,8
et [V M cwl a Bl gloss ol s S5
il mas lbdSl 039 4 ros (6,300 sla Jde
ae; ,» {CNN(Convolutional Neural Network)
oS g i slasl ah i i (S pglas
i 0 VY Y] asla il pe s 0y Slos La o)l
2l g ol oy adaly 5 550 by (o 42 8 (650
9 CygmmiaS b e poal T ¢ g ke A 1 iile (g5 h0 YMB
g 3 gmas OYMS plo g 55by5S o gy olow
ol Laasl ol pbol sres (6050L 5 cpilo (50500
plw dn cud 1y (o0 b Gaes (6550L a5 dad o
2 izred [ Gl 03,8 S pile (650 (sla o,
5 ol (3500 i (glb by dulie 45 (6,55 axllas
04 plosl (gjae 5005 il (ogad )3 Bres (5353
Cwd dy (£ iy Coro Buas (£SO sla o) sl
.[V] JJ‘oJ”T

oIl ;3 48 5Vlio depllss o)y cdalllan ol i
Loy 5l Legdls (50 yog pasii jolate 4 3
du))fsia) )29 Caol ‘A_S.))f ool Gaes Lg)j.)b
9 (S diwd (A iy y e | leglS asuis calise
2 ol imgh 4 SeS cas S ke (Pipeline) iobs
S50 9095 LA D Gres £SOk slasby) 5l ealil
Al oo wlie slog)lon plo g

o9,
S ol 55 ballie topllss ¢ ygye addllas ol 5
Arxiv JAEEE Springer ScienceDirect PubMed
e YoYe March G vy la Jlw Slojojb o a8

.

Aodlo
IS ol md s 95 9 el ) (K dogdS (G50 y9058
5 pLRR3g) i 5 ol (500 Sboygegi o ForidS
IV ]S o S8 jlows pos sl 4 o g0 4 oy
e slaaz > 4 ol 03y 55 9 ety bl LogelS
a2y 92 | LogdS Sl cutling plojlo 98 o pann
4> pj 9 Jols) LGG (Low Grade Glioma) JLo!
JoLs) HGG (High Grade Glioma) g (v 4V <,
VA el 03,8 gl diwd (F g ¥ e,8 dx ) p5 90
GBM L, ¥ as s el jlop Juli sla Ly Yoase
L 99 o= o>les (Glioblastoma Multiform)
S ¥ A D A Cuns ¥ g Y Aoy 5 Cunl sy F 5 oy ke
(S5 E Joe Logdls > paseits 1] w2l
Slmdalyy s 3 ot sl Ml 3055 ol 5 S5
&Il (Glepeond (2l Jed il hlew glops 5 <l
Magnetic) [¥] a5 o wal )8 ojlso ol 5l (S5 b s
5 ==y sla g,y 5l = MRI(Resonance Imaging
Jos g Oloyd @ Gl bl g paseds Gl el
bl i sl b oS [B] cul (s5h0 sla 9055 S
L 5550 s9e9 9 720 Bl 2j90 3 (ol oMol
T1-T1l-weighted(T1) ol o lise sl Jlgs

weighted MRI with contrast
Fluid ). T2-weighted(T2) enhancement(T1ce)

o»l, 81, FLAIR(Attenuated Inversion Recovery
OB9y S Oy A (39 e 3 b A 5 S e
vasis gla hey [F] cowl sas 4 S a3 skl
Uig) d Jols MRI ylias 5l osliiwl U (s520 3095
sLahg) ) sl (5l g eataion (sabiso
sglad §) jgeg 8l el pgla (i y908 sk,
O S iS Slalgy  ,5 e pleie Jloy L
2259 Glize lacdl gilulir 5 y5095 (5 )8 Joxe
sy s slogbyy 9die plsl MRI jslas Jls
ol y9095 (392 s b b 095 (s b g (s
slagby) jl sl L (s500 y9095 szt [V] Lo
3 e yobo 4 &S (gadiod g (gL Y295 9 (pg
sh= b b Bl 23,5 (o Jools MRI 5l
aS a8l ades L[A] 0S5 )b 1 o (Sl slaodlal
Sl o)l A7 dy50 Lo gy oyl ol 00 i (g0
areds gladje )3 (asrdbyo 05 8 o Kiagh

4 Journal of Health and Biomedical Informatics 2021; 8(2): 218-233


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

©93 D)Lo.vs SR 8593 AR UMU

S5 S j 9 Ceodhw Sl gl dloro

1 bl S e cbolSil )31 Jsix sl SMRI”

GAlS OlalS 5l S 5 gyl d sl Bun g fadge
,“Glioma Brain Tumor” 4 “Deep learning”

CleMbl ol 45 gotius (o5l 1Y Jgua

PubMed

((deep learning[Title/Abstract]) AND (MRI[Title/Abstract])
AND (Glioma[Title/Abstract]) AND (“2010/01/01”[Date —
Publication]: “3000”[Date — Publication])) OR ((deep
learning[Text Word]) AND (MRI[Text Word]) AND
(Glioma[Text Word]) AND  (“2010/01/01”[Date  —
Publication]: “3000”[Date — Publication]))

Science Direct

Year(s): 2010-2020, Find articles with these terms: “deep
learning” AND “MRI” AND “Glioma”, Article types:
Research articles

Where the title contains: "deep learning” AND MRI AND

Springer Glioma, Show documents published: 2010-2020
Query: order: - announced _ date _first; size: 50; date _range:
Arxiv from 2010-01-01 to 2020-12-31; include _ cross _list: True;
terms: AND all=deep learning; AND all=MRI; AND
all=Glioma
IEEE ("All Metadata™: deep learning) AND ("All Metadata ": MRI)

AND (" All Metadata ": Glioma)

&S )8 Bl dlie SA g slojlae Jlosl 5l Ly 5 0
2 Cawl K8 BB (v USS) b obal dlas Yo coles jo
L3S )y Sdigh 90 lawg dllde bl ol pe adS
3j90 lye ed )3 b Bl g0 5l basye juE 350
5 b o3> gl ) pow jKidgly 4 Silmghy 9 oy SN
) Gl L o) Simgs o BOMB] 45, coly 5
35 Byl

Oy w48 ool zlysaiwl Jads wlwl j el js
Wlis loie ol 5L dy90 (slaodly g o slb
&9 MRI jslai sl (S5 ol sl Shag g 031> dsgacme
Joo ilone epglad (Bilpie s xSk a2l
S ylBlesu 5 (pumgidaly bow (Jio b)) lajbes
9SS gy Hab gl gl lagingg jl (Jie siluesly
Cand S bl p odly gl 5 bdle (glge
bug ol GpSmead 5 e OLIANS] 3
A f:l?ul Pom 08 o

ighy OVl il Wog oyl adllas & D99 (slaylize

S (peer-reviewed) s8> ols ol oVle ¢ Juol
SYlho cidgy poyid 1> (oSSl L5 & o] JolS oyt
oS Ylis w3, o3lil Gras (£SOl (slo s, ) S
a8 GVlhe cidg LogslS (sj00 y905 el b Lasye
Jde dmwg gl MRI polas (g9ls (slaodly dcgome
Hlang Gole adlas jl z9 3 (slajlae W05 eolail
Slsslon plo jl logdS (318l (aseds o)hys a5 SVl
Sl oloj pe55 sy o o SUlae cidg: o b by
slo 5l a8 (Yo ind plol Logls 4y Mie olile
86 48 Ylie 53,5 odlitsl LogdS ais clo o,
2905 ikl by sabaned b ganpise glagby,

539 b)) g adlas Lol gadge b a5 5Ylis ciing,
gl g Gl oSl seiua plail e
oolizl |y ()55 3,65, A% Iyl 0l allis YA oY lio
oS> g leie b Bl g olelus Endnote jéls s )
8 adllae 3y90 ), Kingh laws obledl allis VA
b Gl dlie AY g5 slajlee Jlosl 5l w285

R Syape Oygo & odledl OYe JolS e s

Journal of Health and Biomedical Informatics 2021; 8(2): 218-233 Yy


https://jhbmi.com/article-1-565-en.html

RULSEPIR S Lot 59 30 Sz 3a08 (3530 U LogalS yausuui

SeMbl ol oKL 5l o gl el YL
. Springer.ScienceDirect PubMed
sae YAA = Arxiv.EEE

> 28 = )T glad,oS
A
sy Bis g JalS i b el Vi
22 VA = ) )SS
4399 Slasline oS 2355 )
e AV = a5l |y ddlllas
248 VoY= (6099 slre gy Yo
o sl el oS ol
v SA= sas Gl addllas jl 2>

34s YO = adllas 45 3959 Caa (oled Yo

Yl Ol a3 lages 1Y JSK0

S olel g i8S J18 Jdod g () p 3590 (Bakun g =
LQA_]LQA ul_CMb‘ wa Cl)Db._w‘ J9—\_> 6‘9‘7“’ 9 wﬁsf YAQ &9 oo )‘ ‘/‘_’LQH )_) QL;Mb] Lﬁ)l")b 9 9% > )‘ o
¥ Jg—=) bzl (Ba g b g bwg 5 olsal Jimgh Gan b coie dllie Yo slas allis

X oy OYEe Ol Y Jous

. byxo 45 godre . Jlw
SIS asbyls - MRI b g5 slay! ohes
e gidol a3l> S
a single 11GB NVIDIA RTX  roocoqo e
2080Ti, AMD Ryzen 2920X Keras o5l T1, Tlce, FLAIR Gingd  eses agdudey oY
(32M Cache, 3.50 GHz) e
AMD Ryzen 2920X (32M Cache,
350 GHz) CPU with a single s .
11GB NVIDIA RTX 2080Ti Tesorflow sl T1, Tice, T2, FLAIR s Lo9eE Caise YR
GPU
an 11GB NVIDIA GTX 1080 Ti  Tensorflow, .
GPU Keras o3l FLAIR S e e
¢ ((EX03
- Pytorch o5l T1, Tice, T2, FLAIR IV e G AR AN
e EASEESS
a server equipped with NVidia . T1, Tice, T2, FLAIR, .
T GPUSq PP g Yk e Ghmpd o eses gl YN
a single 16 GB GPU of the
NVIDIA Tesla P100 graphics  Tensorflow BN T1, Tlce, T2, FLAIR Kmgd o9eE Cugise YeNA

card

[ Downloaded from jhbmi.com on 2026-01-29 ]

vy Journal of Health and Biomedical Informatics 2021; 8(2): 218-233


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

©93 D)Lows SR 8593 AR ub'awuu

S5 S j 9 Ceodhw Sl gl dloro

«(§Igd ‘
- el ot T1 Tlee, T2, FLAIR A T R SOOI L7N
Snde e
15l ¢ 90k
NVIDIA Tesla K80 cards oeseial V\)/; déﬁ:& T2 Sngd se i v Y]
a Dell workstation equipped with
dual Intel E5-2603 CPUs and a Ndleys
middle-end GPU graphic card oasuials NVIDIA  Tice (Simgd e (EXigdsyd A [vy]
(GeForce GTX 1080, NVIDIA, Digits
CA, USA)
two GPUs and one CPU on a
computing workstation equipped . s .
with 4 NVIDIA 1080Ti GPUs Caife ok T1, Tice, T2, FLAIR Gwde s gligie YOA [FY]
and 2 Intel Xeon E5-2630 CPUs
r':'q‘é'g?; itan Xp GPU with 12 Gb Li?:grﬂow’ ot T, Tice, T2, FLAIR G wees skagise YR [FY]
an Intel Core 7 3.5GHZ
processor and is equipped with an . s .
NVIDIA GeForce  GTX1080 Tensorflow Osab T1, Tlce, T2, FLAIR Shmudw e S iS Y [¥v]
GPU
DELL PRECISION Tower
T7910, with two NVIDIA Titan Lee?zgrﬂow’ ol TL Tlce, T2, FLAIR g e kagise YR [F]
Xp GPUs
Keras’ (gdmgd (S Sy
NVIDIA TITAN X GPU Pytorch, osab T1, Tlce, T2, FLAIR ? s o e [rs]
Nilearn S Sy
Core i7 CPU and 8GB RAM L?;‘;;,‘::gtw ot T1 Tice, T2, FLAIR gy e Gl YA [¥E]
] el YA ok T1, Tlce, T2, FLAIR S esee ieal YeYe o]
(';\IP\GDIA GeForce GTX 1080Ti Lol o5l T1, Tice, T2, FLAIR Gt apes i A4 [W]
- Pytorch BN T1, Tice, T2, FLAIR Sl o9eE sy v
Scikit-learn,
- Keras, osb  T1 Tice, T2, FLAIR Shmp geee sigise YV Yo
SimplelTK
asingle GTX1080Ti GPU card uasudals Y-\ ke T2, Tlce, T2, FLAIR St o950 RS A [vy]
workstation with Intel-i7
3.40GHz CPU, 48G RAM, an Pytorch o5l T1, Tice, T2, FLAIR Ghmde o eges @iy YV [¥E]
NVIDIA Titan Xp 12GB GPU
workstation Intel-i7 2.60 GHz
CPU, 19.5G0 RAM equipped Tensorflow, . . .
with NVIDIA GPU Geforce GTX  Keras oRk  Tlce, T2, FLAIR Gimp ees by YA W]
1080 Ti 11Go RAM
four GTX 1080TI Tensorflow, ot Tice Gawde s gaap VY ¥
Keras
Intel i7-7700HQ CPU (2.8 GHz),
?GVGIEIF’?ACI-\‘/ITX 1060 (6 GB) GPU, MXNet o5k T1, Tlce, T2, FLAIR Ghmde  eses siugise  YOA [va]
GPU NVIDIA GeForce GTX 980 YA Lo
equipped on an Intel Core i7 3.5 asuisl ’ Tlce Lngd Lpge JERVTESN A [y]
GHz machine o5k
Journal of Health and Biomedical Informatics 2021; 8(2): 218-233 yYYy


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

Olyer 5 155

Sy oo 59 30 Sz aa0s (3530 L bogdlS' ausuld

- Theano sl T1, Tlce, T2, FLAIR S oS gy Y [ry]
) ol oaial T1, Tlce, T2, FLAIR Shmgd eses sdagise VYoo [¥A]
- Tensorflow
two parallel Nvidia GeForce Keras, sl Tice, T2, FLAIR iasi st wotse Yre v
1080Ti GPUs .
SimplelTK
Nvidia GeForce GTX 1080 Ti
GPU, RAM 11 GB, PC with CPU DMFNet B T1, Tlce, T2, FLAIR S (50905 Sl sy ARAR [¥]
Intel Core i7 , RAM 16 GB
NVIDIA GTX 1080 8G. Theused Tensorflow, ) .
CPU is INTEL i7 6700K Keras B T1, Tlce, T2, FLAIR S (P9 Gl sy ARAR [5]
NVIDIA Titan black card Tensorflow osely T1, Tice, T2, FLAIR AN oges ity Y o]
- Pylearn2 Osb T1, Tlce, T2, FLAIR Kmgd s gt Y ]
Tensorflow,
- Keras, sl T1, Tlce, T2, FLAIR KAmgd P90 gy Yy [ov]
Theano
NVIDIA DGX station with
processor 2.2 GHz, Intel Xeon s ol ‘P9 . 4 v
E5-2698, NVIDIA Tesla V100 4 ol ol Thee wap T e ]
x 16 GB GPU
a single 11GB NVIDIA RTX
2080Ti ,AMD Ryzen 2920X Lasuial o5l Tice, T2, FLAIR Gy eses gt Yo [av]

(32M Cache, 3.50 GHz)

02— o3listl MR yyglas (g9 LogulS (g3t y9095 (arets
g (adlie A) (eainany> (g 93 I gt () 53
S eldlas 151 )5 0l , S oslatwl (lis ¥) (gjlo ST
leoaly dcgommo jl 5 (adlio YY) Logos (slaodld dcgormo
5 Uhjemel sl (4o ) Laddllas 5 oS slies )3 oo
rodly degere jl ] i odlitnl pasis Jao obj)
Brain ~ Tumor) esls a cgamo jl ¢ o oc
ol bisl b cla U > BraTs(Segmentation
The Cancer) jl (4o YY)V 2 YWY Jw
Ischemic) ;| (4 v) TCIA (Imaging  Archive
jl'g (i) ISLES (Stroke Lesion Segmentation
y)  IXI(Information extraction from Images)
51 (e Y0) Y Lis 43T )3 sl 0ais ooliiul (alio
yo-b & (FLAIR (Tce 2T 1T) MRI dilisee (sla Jlgs
29l I Goped 9 Jde 2 (93909 polal Gl 4 lojan
Digital Imaging and) S 54 o a9
vy) DICOM (Medicine Communications in
Neuroimaging) JS—s 4o (samdw pylaas jl g (4o

() yl3903) 392 0 yuiitio YN Lo 50 Ve dlaws oyt

St JLe

2016 2017 2018 2019 2020

045 yuithe Vo Slass

JUw 2 30 0ud o Y e 3lui 1Y 15400

5 (Wlie ¥O) (g yize by 93 5l llas oyl )5 (S5 )sboas
Sl Gros x50 (oSS ) (dlie Ve ) (saiatnd

yyYy Journal of Health and Biomedical Informatics 2021; 8(2): 218-233


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

©93 D)Lows SR 8593 AR GMU

S5 S j 9 Ceodhw Sl gl dloro

poleal b (3,5 Jlop sl (alie VF) (g5l Jle
ol sLoml sl (Ao YY) Waodls (55logig 3l slagsb,
sbagbyy (adlio V1) pgluas Mol slahy, «(Sidle
03l wl ¢ yjlgtals 5y glual dcgormo 40 (alae Vo) (yles ol
Uil cgs ground truth polas piomen .ol ol
Ly Sz p g it paastie bwg (Jae
sl el oYlie asloas w ol (lolgl o iale]
9l g9y il pglal gl jolate 4 (B)l 5 e
N3 NAITK slajpl i Gobl als oMol g pg Lials
N4  bias correction  bias correction
inhomogeneity [N3T-spline 3D slicer SPM12

Ale3,S" eslizl COrrection

V%) NIFTI (Informatics Technology Initiative
4 PYLhoN g sl oo I .a5los S ooliiul (i
Tensorflow Keras L aa5bols Cgs)Ls ol ), o
Nilearn.Caffe Theano [Pytorch SimplelTK
va) 2Pylearn .MXNet Scikit-learn NiftyNet
¥) (BY+VAQ, ¥+ VWV as) Matlab |5 3ls, 5 5| (aJlse
NVIDIA ;I 4 (aJE Y)Wndchrm  tool ;I (4 Jls
odliwl Jae dxwgs (sl (4Jlie V) Digits software
Graphics) Gl josls,m asly 5l Sldlas j> led S
&ilwodly g sl 1y (4lis v¥) GPU(Processing Unit
o3 S ool (g)l58lcsw Caluy; d Jle
slaallis ) cwl ol 02l LS Y Jodo 3 &5 &35S lea

sl by 5l poluas (il ia Copr 0l (wyp

CY e ,5 o 03Ww! (13515 3 (i S W09, Y Jgua

V313 1 e L9, &b
[£ A Fe FF O FATY XS TV 55 Y

Z-score normalization FE-¥5 FA - o]

il Jla Rescaling [yy xf o]
Min-max normalization [vs5]
The  method was not
explained [vA]
Skull-stripping A
Shifting [vo]
Resizing [ysfv]
Rescaling [rr.ry]
Padding [v¥]

wlai 2ol Format conversion AARRZN
Eliminating outliers and noise [va]
Cropping [Y- YA XY ¥q]
Contrast enhancement [v#]

Skull-stripping,

Resampling,

Interpolation, Co-registration

[A A5 Fe YE XS FA XY XY XEY-FEOFS
XA OY]*

and

K3k
Flipping(horizontal
vertical), Random flipping,

Random axes

flipping,

Flipping around the x-axis

[Adsaay. XY VE-Y5 XF X5 XV FY -
¥A]

Rotating, Random rotation

[5: 13-Y¥ XY ¥ X5 ¥o-FV]

losls s5luiyszsl  Scaling(horizontal and
vertical), Random scaling [y wexs]
Zooming [y aveyy]
Translation(horizontal and
vertical) [vy vyl
Adding noise(salt, pepper, [YY ¥A V]

Journal of Health and Biomedical Informatics 2021; 8(2): 218-233 yYe


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

RULSEPIR S Lot 59 30 Sz 3a08 (3530 U LogalS yausuui

blur)

Elastic transformation [vra]
Shear [veer-]
Mirroring images, Right/left
mirroring [rvv]
Reflection [vAx]
Padding D]
Resizing [v]
Histogram equalization [vv]
Random Gaussian noise [vv]
Random distortion [r£]
B-spline transformation [va]
Shifting [v-]
Brightness [v-]
Elastic distortion [v-]
Elastic deformation [vA]
Data augmentation [vs xv]
Focal loss [oV]

Generalized dice loss function  [Y4]

Multi-class dice loss function  [*V]

Over-sampling minority class ~ [¥A]

s ojssbel  SMOTE algorithm [v4]
ok acsema  SOFt dice coefficient loss [v-]
Under-sampling majority

Up-sampling minority class [v4]

Weighted cross-entropy loss ~ [¥]
Weighted dice loss [r4]

Weighted loss function [v¥]
ol osd Jloel prglaat g9y b 5l s (slo dg, 45 13l 03,8 edlinl BraTS oges polas acgeme jl nallio ol yo%

o (53l (S (Sdue g 0315 dsgarne bl g2 OVl (o5 gl € Jgoa

DSC
ET TC WT 831> as gomo Jae 5,lexo &0
- - -IA¥ TCIA U-net [v¥]
-Iva <IAY N BraTS 2018 3D U-net [¥4]
- - <IAY BraTS 2019 Modified U-Net [v¥]
- - NI BraTS 2017- LGG [¥-]
- - IS\ BraTS 2017-HGG Modified U-Net
- - <IAV\Y BraTS 2017
- - « /MY BraTS 2018 3D U-net [vs]
N\78Ye - JABY /AN BRATS 2017, 2018, AlbuNet3D (pretr.) [¥A]
- IVEYY < JA-YY <A Syrian Lebanese AlbuNet3D (no pretr.)
< IVPER - IVasa - INAM hospital Brasilia AlbuNet2D (pretr.)

YYo Journal of Health and Biomedical Informatics 2021; 8(2): 218-233


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

©93 D)Lows SR 8593 AR uL"wulS

S5 S j 9 Ceodhw Sl gl dloro

< IVEYY - IVVWYE « JAVYE AlbuNet2D (no pretr.)
-/A -y S BRATS 2015 Cascaded DL-CNN [¥y]
-Ivvs -Ivyy -IA BraTs 2015 Modified U-Net [¥v]
-[5¥Y Ni\lat NN BraTs 2017
- /vars JAY-¥ AN BRATS 2018 lIflréfsemble of 3D U- [¥v]
-IAY -Iv¥ <IN SK-TPCNN [5]
N A In Brats 2015 SK-TPCNN + RF
- IVYY </vay Sk BraTS 2018 , TCIA 3D U-net [vs]
- [YADA +[AYYA -/ BraTS 2017 Cascaded FCNN [¥r]
- IA- oY - IAFA¥ -[a-¥¥ BraTS 2018 3D CNN [¥v]
-15Y -IvY N BRATS 2015 3D CNNbased onU-  [r4]
net
-y -Ive -IAY BRATS 2015 Cascaded CNN [¥2]
- - -IAQY BRATS 2015 3D CNN [¥v]
-IAY /A4 -/ay 3D-U-Net [¥#]
<IAY /A -y BraTS 2019 NAS-3D-U-Net
- IYA¥ < IAFE /A BraTS 2018 Cascaded modified U-  [va]
Net
-Ive -/50 - IVA BraTS 2015- [¥v]
challenge
-IsY -IvY NN BRATS 2013- NAS CNN
leaderboard
-1y <Ay NN BRATS 2013-
challenge
-IA N AN BRATS 2018 U-net [¥A]
AN NASWN -[asy BRATS 2019 Modified U-net, [v-]
VGG16
Y&/ NV A/YA BraTS 2019 3D DMF-Net [¥a]
-V - IvE < A¥ BraTS 2019 Modified U-Net [2-]
1A NS -IAaY BRATS 2015 DCSNN [V]
NG -y NN BRATS 2013 DNNs [A]
-IAY -IAY N DCNN- LN [av]
IS <Y <IAY DCNN- TPN
S <IAY -IAY BRATS 2013, DCNN- TLinear
BRATS 2015
A\ <IN -Iva DCNN- IN
-1 NG <A DCNN- ILinear
IAVYY NANAR AR BraTS 2015 [av]
ava¥ N4 NANras BraTS 2017 RescueNet

Journal of Health and Biomedical Informatics 2021; 8(2): 218-233

v


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

RULSEPIR S Lot 59 30 Sz 3a08 (3530 U LogalS yausuui

oS (§ 5L (gadn 1> Jo g adld acgesmo (wlwl o OV b, b0 Jous

3T Cowlws Cdd Cone 831> ac gosmo s Jae 5yl Fave
/AN JJAv.. - LT Transfer [¥¥]
TCIA HGG, LGG  Learning(VGG-
16)
NANS </AVNA - ZAACIEEE SN ]
< [AYM < [A-¥A - ./ayas  Ghent University HGG, LGG  CNN
Hospital
Veooo «/AAYR Veooo ./aafy  BraTS 2013 [V¥]

-[A%) .8 ./aave -/aavA  BraTS 2014
Veooo ./aa)q Voooe ./aavA  BraTsS 2015
</a¥ay < /aY00 JA-Y ./apsa BraTS 2016

HGG, LGG CNN

- [avy - [aYAd <[avy- ./avyvA  BraTS 2017
Vooos NIVEY: Vooos ./ayyy  ISLES 2015
+JAY¥A <AV . /aYAQ ./avyAs  Government Medical Grade I, Wndchrm tool [vy]
MY - JAYYY A JAFSY College, Calicut, India grage I:: Transfer
ra de ' Learning(VGG-
Grade IV 19)

- - - <IN Transfer [¥Y]

Learning(AlexNet)
- - - ./3-9- ] Transfer Learning

Tangdu Hospital, Fourth (GoogLeNet)
Military Medical HGG, LGG

_ _ - ./ayy.  University ,China pre-trained

AlexNet
- - - X pre-trained

(GoogLeNet)
L Jayy. < /AYD. - . JaAsY. CNN(2D Mask R- [t5]

BraTS 2018, TCIA HGG, LGG _CNN)
</aSA- < [AXY- - <AV - CNN(3DConviNet)
Veoon Veooo Voooo Veooo BraTS2012 stacked sparse  [ya]
Verer  JMer Ao a... BraTS2012 Synthetic f(igngE) encoder
A Veoos <Ay . LY BraTS2013
tumor,

Veoos Vooos Veoos Vooos BraTS2013 Leaderboard non-tumor

.Jas.. LY LV L/aY.. BraTS2014

Veoos LAY, Vooos LY BraTS2015
- - - ./a.-Ay  BraTS 2017 HGG, LGG Multistream CNN  [1q]
- - - .jasva BraTS 2018 HGG, LGG 3D CNN [v#]
- - - <JAAY- Grade I, [¥v]
TCIA Grade I1l, 2D CNN
Grade IV
- - - ./a.a.  IXI, TCIA, Hazrate Normal, [¥v]
Rasool General Hospital, Grade I, CNN
Tehran, Iran Grade i,
Grade IV

Yy Journal of Health and Biomedical Informatics 2021; 8(2): 218-233


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

©93 D)Lo.vs SR 8593 AR UMU

S5 S j 9 Ceodhw Sl gl dloro

wesad 5 ki dgmo Hlisl .cwl 038 CuS die;
3bj ke hled csiglgnsly pglas )3 by, cpl ) eslatl
350k slady) e Lt 1) o cpl 4 o Kdaggy
SFEE Laredi U A8 (o0 SaS bt jolgndl) 4 Gres
> o Ui 5 ddllas cpl glaadl [VY OA] abl awsl
bl Jelod ) Boos 650k sl I elinul X5, oS
Sl Gl 4 gy (330 9095 Ao > gt A (S
() sl9e3)

el (e 905 (gl Sl 5 st (sa s
e Grmell S8 slagty, Skl Glp & s
o8 oslil 3y90 MRI juglai g9y (5500 y9085 pared
slp bogdS (30 y909 apiSe Al V] 6,8
Blise (g Glprnd 5 (5558 e 3503 (et
Whole ) Jel5" jse5 Jolds (Lol 4l 5 aw 4 j9055
ailaie o Tumor Core (TC) 5055 4w WT(Tumor
ET (Enhancing Tumor Region) ,seq <épuin
4 LogdlS (5300 y9095 (w3 (sl (sAbdnyd AL] 5
55 Jols) HGG 5 (V5 ) a2 5 9 Joli) LGG g5 5
oais (sly (il bl T3 sl (F 5 ¥ a2y
Ol 90 & ol ey g pglal )3 LegdS (gje s908
S99 SIS el dogdlS (500 9095 Sl L ol
ol 4 Gride g (Sih anl & cul Gloje
21 a8 am o oLt 3 adllae oyl clmazsly V] wlazsls
B 3 sl oad bl yoeg (g 0jg> > Clisiod
B g 390 518 ol (63Lo)al 5 55055 iz 3 oS
Gl 428 3

ol S ynde et Sy bradllas o) 5l o cales
Aol Cand 4 (Jao ol obs)l g Jhe (b b5l p i
degerne Cunl pIY e Jolpe pbl SIS (pioen
w22 piY 5)lle s g ol Plesin sl g polas
b

21> s gooxo

(Sbj g0 polal degesme 4y (gwyied Clgeew D 4
Je amwgs )0 byl 5l oot a4 (g pin blos o Sdimg}
Ll & amde ol e adlae ol el L5
LY (:)Y .,\3‘0.)99.3 oalawl (PGS ).»91..4.: A oo )‘ > dalllao

acgazme polal g5y piY slaiolpg jl By aS Cunl S5

5 Cul ol ploul o] (BaiS i lawgd eges (slodld

Gdudiwd 5 (gds i gy Jde dl)) e Oldllas ST 0
Gy ond odlizel (Wie YY) CNN jl Logls
U-Net Jao p e L U-Net Juo jl g (sdn jiso
5 Jsl gl slasy s odd eoliul (4lie VF)
Feey (e ¥) onp> (Bj5el 5 o hoyad Gy 5l sl Jae
Sl (e V) S50y 355 (slaasid 5l 5 ganaies gl

ool 05 03liesl (g sl 18]
Py 2 LalS (e y5095 i (o5 b)) Gl
(Dice Similarity Coefficient) Lz ;I ¢ calbse
(Wio VF) Shg g Comla sbyylae jl (alis Y5) DSC
;5 {4 YY) HD ( distanceasHausdorff) ,lx. ;I
IOU |l ;I ((die ¥) Jaccard score lse
5 Couo Hlae jl g (4lds V) (INtersection over Union)
Llos)S" edlawl (e V) Error rate 4 — ScoreyF
sy (6lp Lol (ganaiod (o8 L)l sl (P Jgu)
5 Sl (slojlins | (dlio W) Como Jlone 5l (ol oo
hadlas 5 5 (Al ¥) €85 jleo Sl (Alis £) Sy
False) la)lee 51 [VF 0] ) Kea s Amin
False Positive) FNR (Negative Rate
DSCJSI (Jaccard similarity index) [FPR(Rate
» ¢ AUC(The area under the ROC Curve)
Matthews) ;I Van Holen 4 Decuyper aslzo
AF] wiles S soliel MCC(Correlation Coefficient

(8 Js2) Vo

6 35 4 9 Sy

Logels (6 30 y9095

g 09 i) | (o boglS (Sjre 9055 s
s3o8 LAl laghyy Ygase (V] cwl ol Ringy
Col 23V cplply St auge n g nole) (o2l (e
030> dnuogi Wal)S" g Adyo dy g e so2lid et sl b
(o2 5 (ol e paseds bty S gl
2l MRI gl ot ol MRI gy 51 ol
@l olple fcwl b b ooler SBgl By g comw
et juin €85 5 Copw b pglal oo laby,
@l S 4 xie (e y9e95 (353 g plKindg) LAl
{2 V] 3550 hlons o Job lél 5 oy

ol 2l Jed JB s e x5l oy, 1)

Journal of Health and Biomedical Informatics 2021; 8(2): 218-233 YYA


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

Ol)Ser g S35

Sy oo 59 30 Sz aa0s (3530 L bogdlS' ausuld

cbal 3Bl pas (Sbp pglas p boille j1 (S
doadlie b (Sij polad ol gilodloy ) cnye
S ojl g ools g5 syl &S iliseo (gla Sl 1 5 ol
cel yol (ol & Bgdo glaer litud Sglite g
SR palas pgad b Gileodley lagby, 298
lp Baes pglas (siloJleys il sl plo 51 orom
badlae pST[¥ ]l o (uae slaSid (gjlodig
3 Bl i opl g Wlod,S okl Z (gl Jloy b,
L gime MRI olas giloley cln ogy ool bl
AR o LS

o ie bjgel 10 & Siilopte pre slabyy 3 S
Cunl 030> (ilogygiél slaty) Cwl e Bres xS0
sed Sl hgy Cono JialiEl el by, ool V]
il Dt 5l esls il b ik 5l YY) Sed e
sodls dcgee 3 cpizen g [VF] WS xSol>
ol Jols sbml slaidg)y 5 So gle @ gilgel
5 adls ST &S o olis asl V5 Y] 2sd
Rotating 4 Flipping o5g 4 o> (g5lwyes8! sl g,
it ol by, ol Jlesl a5 sysb 45 kiles,S aslis
[V Y] casl 0oy lis Jae (pgy3 0

Jse

O)la ge ladse Jold Bras 55k slase gl
go (gac (Sl 9 )50, 395 (mas baSis wile
5 Sl es A Wil ol Lo gla s
LY0] Wby Salite (slady)lS ( LbgdelS uac (claaS
Jlos oks 4 pslas Jlod CNN sl 51 (S0
3oyl g (shpatiod (g ho s yglaite 4 (b gl
sl Shs S35 gzl CNN oo sble 5l o
S ol x5l e @l by Wy Cwl pgad
LYY ] 29800 plodl (wd b9y 4l Shy gl
dradlas don 0 &5 3 o Ui ddlles opl slaaisl
dalllas 3|y 4 Wloss 0315 dawyy CNN (slie o o Jio
ly S50y 355 gmas S oS V0] ) Sen 5 AMIN
clp bptmgg Jl Syl 0o B 4 ]y gl
2 S5 Jlosl bl g U-NEE Jao 5l joegs (s i
sl Unet lae bl odlizul o 5 Jdo o
SSdp pebal auise ol el Gas S el CNN
Jyv] el

sl ) S gloj lSdnghy 235 (0 carge pal (en
Ay )3 Sl 35 e g Mol By pslal (Bl
Sl asly Jae

ysb & FLAIR 5, T108T2.T1 sl Jlys 5l badlas 1
MRI Glseo gla Jlgs 51 oalitw] .85l65,S oslitul ylojon
AS o ol e <l o)l gyuin Ol L cleMbl
@S e Jlg 4 cons Jlg udin priren VY]
Ol ey sl (Syb VA e dom |y gy
MRI o Jlg oles ) ool gl @ (Jro 5j90] &
oopad 4 Y] agei oslitul gl 1 (B0 b S5l Gl
oslaer 2B STho b g Gluyle 1 slas & Sl
FLAIR Jlg j L hadlae 55 VV-YY] Sigi e
S y905 30 g cpl &S cpl caw dy Conl ois odlatl
350 LGG a3 L LogilS (5530 y9058 (22 sln 5 mes
LYF] cwnl a5

g molas ) oslil (ols adllas (glaassl, ol
Gl BYs 1 (Sl gaman polad I iie oS
higel Sy glal degezme (3 S8 (gangd gl
A Rl L plply Dgde (Bln e 4 ie oS
Rbal gy pglal by sl g jgla
Ol Sldiailys g oo Canlind (b Sy el &S gamdw
hoolawl pimen [VA] wiad ialS (gdg0s U 1) aliuee
GPU @ b amaw balis pd caman pglas
SHOIS 5 e sl SRy ClS <l memory
dpbee (Slwlbre aia Gl el &5 3)5 (sjae 5095
oElS ) Jhe (Saomy gy pglal @251 [T O]
w5 b5yl oyl Gl el b ope 5o Lol amy e
SO mas aSd Gares [YO] LD salg
22 A3 I8 oy 390 1) e SN ((gangd
Ml pled ¢andir (GBJPE (guae rases o b
(I 9 G e Sl (5 (S lp ]y e S
PPl was el (Sp p [YP] AS e )
P b 3 0aD 03yl (famgd pgal CukS (gamgd
2909 SHUESY > CB pis el &S WS (0 by B
@ gy Je So S b &S ey VY] b9 e
b Jae 2L 5 29l cuss & s @l g gaman
YA ¥l il

o951 b

rva Journal of Health and Biomedical Informatics 2021; 8(2): 218-233


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

©93 D)Lo.vs SR 8593 AR UMU

S5 S j 9 Ceodhw Sl gl dloro

Wl Gres xSl b ade sbabols WGPU
ol 28 4 Theano (Caffe Torch TensorFlow
25400 3 GPU (g5, maiitune jsbo 4 45" amd 00 1) 1Sl
Programming Application) laalbuls oyl den a8
a5 5 wwgidelp cilise glacybj > AP (Interface
o imgsy ST 55 a8 [VA] ol PYEhON layl oy 584 sme

ol 05 o3l )
S s9e8 pards b hiye lagiagg adlas ol )
5l b by, bawgs MRI yyslas 5l eolizul | Logls
Syl Jlosh 5l oy a8 () diopllas Ojg0 &) (Bros
o 8 QB! ol oy sl Al YO oo 3 p)Y
hebd ] Job mbs oo g 38 adlas
Coglzen 51w &S c Sl el Cun 4 S yuie
& Cul polai (hiloy ey s po gl gl dsgosne
Ao yo 53335 (oo Jlosl pslial (g9, basiye 9 p)Y slasdy,
(it gl Shg) 5l (K 4 deg b aSld Jae au
o3lol gl 9 5,5 (Slb j9055 (gl ST L g otz
QB! 3,S0g) 4 d2g b Jhe (298 0 L) Jhe b
G sy 4 jaegi (A ISy D De dblgs Ciglate oud
£9 b blie cury ISy ja g kb e ol Gl
d5l> 9 WJL» Alwd g3 4 )JaLa., ‘d)L")&"] 0 9 (LMo dlwd

MUY AVEWRA TV

3 i Glsis 4 6l Jis (i Jol aslllae
OleMbl (g)5ld Copie didy O pawss ]S alibl

A plnil Slojl s coles (9

&8l 4o,
el A¥ze &5 Wle o el (Baiag dhwgipl
.))L\.} )93-9 ).a.olb- A:JUQA uo9..a> ).) u.sél.m

wrs—ad am JLasl 655l gy Lagiag jl ol
Jdog 0 e s alen g (LS @ 1) yglial (gandiwd
ohigel Gl 3 sla el edlazal b JUis) 6,50k s,
o=l a8y slp (eoly e jlas (slaodly acgazmo b onyd
el @i illad pas () (nl Oiomes Ml JSue
L;L.‘o‘ cde oS J.Q.DL;Q u.\.».lblf uyo)i 9 L)"")?"] Lgl.ha)b O
IYV] ccnl cpile (6050 siw sl gy yd b <>
i gl S g g3l ShalS cel oo ol pien
ohisel sla i alox 3l g0 Juo (slane e 4
AlexNet .GoogleNet MobileNet g5 o oid
Xception  DenseNet  [ResNet VGGNet
Al >, #U 1, DMFNet V-Net (U-Net NASNet
[Yv ¥

Jue @i b))

dsia 9 giupisn e clp ¥ Joia 3 b e @l
dod Cunl 0l D (sabAwd g L;}L»)KJ}] sl e clpo
2155 5103 ) S Josb LB 5 alie L i ol b e
Solite 4ol aw (glpy DSC jlas guizizn sl
Cand & i slo 0 Jolae ls b e 5 Col
e 5l (gauaind g (o5l IKsT ola oo el )3 iled gl
Olae By yd g Cawl oid odlatwl Jao b5l slp oo
S (Solite @l ilite polal dsgerme g9y 2 Jie
A Jas 3y50 yd lgi o (alad yobo dy plpls funl 63903
Syl el 038 ST 1y Ao oy e

o lwy

L1y ol Jas b yingss 181 a8 casl ol 5l S ol
ol Slabre ol LGPU 1,5 cailosls arwgs GPU
Processing Central) < ;1 oolazwl [YA] w0
LCPU Sl lacgomme by g sldiwnnis | S5 CPU (Unit
el > oS 3950 el Yu LS L Sluslre Lame
e Sl 3 9395 Bro Bigel sl o3b; oo sl
L LGPU & 5jeo o )b Vb ause b caloy; &
alodse bisel gy 1) oS ooy raslie Cuad
LSYL’ ‘_,’.)l)lf » °9M‘° J..usu;o L_Q).o Gros d).AfJL‘

Journal of Health and Biomedical Informatics 2021; 8(2): 218-233 Yy


https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

Ol)Ser g S35

Sy oo 59 30 Sz aa0s (3530 L bogdlS' ausuld

References

1. Isimn A, Direkoglu C, Sah M. Review of MRI-based
brain tumor image segmentation using deep learning
methods. Procedia Computer Science 2016;102:317-
24, https://doi.org/10.1016/j.procs.2016.09.407

2. Van Meir EG, Hadjipanayis CG, Norden AD, Shu
HK, Wen PY, Olson JJ. Exciting new advances in
neuro-oncology: the avenue to a cure for malignant
glioma. CA Cancer J Clin 2010;60(3):166-93.
doi: 10.3322/caac.20069

3. Louis DN, Perry A, Reifenberger G, Von Deimling
A, Figarella-Branger D, Cavenee WK, et al. The 2016
World Health Organization classification of tumors of
the central nervous system: a summary. Acta
Neuropathol 2016;131(6):803-20.
doi: 10.1007/s00401-016-1545-1

4. Tabatabai G, Stupp R, Van Den Bent MJ, Hegi ME,
Tonn JC, Wick W, et al. Molecular diagnostics of
gliomas: the clinical perspective. Acta Neuropathol
2010;120(5):585-92. doi: 10.1007/s00401-010-0750-6
5. Coburger J, Merkel A, Scherer M, Schwartz F,
Gessler F, Roder C, et al. Low-grade glioma surgery in
intraoperative magnetic resonance imaging: results of a
multicenter retrospective assessment of the German
Study Group for Intraoperative Magnetic Resonance
Imaging. Neurosurgery 2016;78(6):775-86.
doi: 10.1227/NEU.0000000000001081

6. Yang T, Song J, Li L. A deep learning model
integrating SK-TPCNN and random forests for brain
tumor segmentation in MRI. Biocybernetics and
Biomedical Engineering 2019;39(3):613-23.

7. Abd-Ellah MK, Awad Al, Khalaf AA, Hamed HF. A
review on brain tumor diagnosis from MRI images:
Practical implications, key achievements, and lessons
learned. Magn Reson Imaging 2019;61:300-18.
doi: 10.1016/j.mri.2019.05.028

8. Havaei M, Dawy A, Warde-Farley D, Biard A,
Counville A, Bengio Y, Pal C, Jodoin PM, Larochelle
H. Brain tumor segmentation with deep neural
networks. Med Image Anal 2017;35:18-31.
doi: 10.1016/j.media.2016.05.004

9. Tandel GS, Biswas M, Kakde OG, Tiwari A, Suri
HS, Turk M, et al. A review on a deep learning
perspective in brain cancer classification. Cancers
2019;11(1):111. doi: 10.3390/cancers11010111

10. Razzak MI, Naz S, Zaib A. Deep learning for
medical image processing: Overview, challenges and
the future. Classification in BioApps 2018:323-50.
doi:10.1007/978-3-319-65981-7_12

11. Shen D, Wu G, Suk HI. Deep learning in medical
image analysis. Annu Rev Biomed Eng 2017;19:221-
48. doi: 10.1146/annurev-bioeng-071516-044442

12. Lotan E, Jain R, Razavian N, Fatterpekar GM, Lui
YW. State of the art: machine learning applications in
glioma imaging. AJR Am J Roentgenol
2019;212(1):26-37. doi: 10.2214/AJR.18.20218

13. Ebrahimighahnavieh MA, Luo S, Chiong R. Deep
learning to detect Alzheimer's disease from
neuroimaging: A  systematic  literature  review.
Computer Methods and Programs in Biomedicine

2020;187:105242.
https://doi.org/10.1016/j.cmpb.2019.105242

14. Amin J, Sharif M, Anjum MA, Raza M, Bukhari
SA. Convolutional neural network with batch
normalization for glioma and stroke lesion detection
using MRI. Cognitive Systems Research 2020;59:304-
11. https://doi.org/10.1016/j.cogsys.2019.10.002

15. Amin J, Sharif M, Gul N, Raza M, Anjum MA,
Nisar MW, Bukhari SA. Brain tumor detection by
using stacked autoencoders in deep learning. J Med
Syst 2019;44(2):32. doi: 10.1007/s10916-019-1483-2
16. Decuyper M, Van Holen R. Fully automatic binary
glioma grading based on pre-therapy MRI using 3D
convolutional neural networks. arXiv  preprint
arxiv:1908.01506. 2019.

17. Wadhwa A, Bhardwaj A, Verma VS. A review on
brain tumor segmentation of MRI images. Magn Reson
Imaging 2019;61:247-59.

18. Sahiner B, Pezeshk A, Hadjiiski LM, Wang X,
Drukker K, Cha KH, et al. Deep learning in medical
imaging and radiation therapy. Med Phys
2019;46(1):e1-e36.

19. Ge C, Gu lY, Jakola AS, Yang J. Deep learning
and multi-sensor fusion for glioma classification using
multistream 2D convolutional networks. Annu Int Conf
IEEE Eng Med Biol Soc 2018;2018:5894-97.

20. Srinivas B, Sasibhushana Rao G. Segmentation of
Multi-Modal MRI Brain Tumor Sub-Regions Using
Deep Learning. Journal of Electrical Engineering &
Technology 2020;15:1899-9009.

21. KV AM, Rajendran VR. Glioma tumor grade
identification using artificial intelligent techniques.
Journal of Medical Systems 2019;43(5):1-2.

22. Yang Y, Yan LF, Zhang X, Han Y, Nan HY, Hu
YC, et al. Glioma grading on conventional MR images:
a deep learning study with transfer learning. Front
Neurosci. 2018; 12: 804.doi: 10.3389/fnins.2018.00804
23. Anaraki AK, Ayati M, Kazemi F. Magnetic
resonance imaging-based brain  tumor  grades
classification and grading via convolutional neural
networks and genetic algorithms. Biocybernetics and
Biomedical Engineering 2019;39(1):63-74.

24. Zeineldin RA, Karar ME, Coburger J, Wirtz CR,
Burgert O. DeepSeg: deep neural network framework
for automatic brain tumor segmentation using magnetic
resonance FLAIR images. International Journal of
Computer  Assisted  Radiology and  Surgery
2020;15(6):909-20.

25. Lachinov D, Vasiliev E, Turlapov V. Glioma
Segmentation with Cascaded Unet. arXiv:1810.04008;
2018.

26. Mzoughi H, Njeh 1, Wali A, Slima MB,
BenHamida A, Mhiri C, Mahfoudhe KB. Deep multi-
scale 3D convolutional neural network (CNN) for MRI
gliomas brain tumor classification. J Digit Imaging
2020;33(4):903-15. doi: 10.1007/s10278-020-00347-9
27. Kumar GA, Sridevi PV. 3D deep learning for
automatic brain MR tumor segmentation with T-spline
intensity inhomogeneity correction. Automatic Control
and Computer Sciences 2018;52(5):439-50.

v Journal of Health and Biomedical Informatics 2021; 8(2): 218-233


https://doi.org/10.1016/j.procs.2016.09.407
https://doi.org/10.3322/caac.20069
https://doi.org/10.1007/s00401-016-1545-1
https://doi.org/10.1007/s00401-010-0750-6
https://doi.org/10.1227/neu.0000000000001081
https://doi.org/10.1016/j.mri.2019.05.028
https://doi.org/10.1016/j.media.2016.05.004
https://dx.doi.org/10.3390%2Fcancers11010111
http://dx.doi.org/10.1007/978-3-319-65981-7_12
https://doi.org/10.1146/annurev-bioeng-071516-044442
https://doi.org/10.2214/ajr.18.20218
https://doi.org/10.1016/j.cmpb.2019.105242
https://doi.org/10.1016/j.cogsys.2019.10.002
https://doi.org/10.1007/s10916-019-1483-2
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6250094/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6250094/
https://doi.org/10.1007/s10278-020-00347-9
https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

©93 D)Lo.vf’ SR 8593 AR UMU

S5 S j 9 Ceodhw Sl gl dloro

28. Wacker J, Ladeira M, Nascimento JE. Transfer
Learning for Brain Tumor Segmentation. arXiv
preprint arXiv:1912.12452. 2019.

29. Sun J, Chen W, Peng S, Liu B. DRRNet: Dense
residual refine networks for automatic brain tumor
segmentation. J Med  Syst  2019;43(7):221.
doi: 10.1007/s10916-019-1358-6

30. Pérez-Garcia F, Sparks R, Ourselin S. TorchlO: a
Python library for efficient loading, preprocessing,
augmentation and patch-based sampling of medical
images in  deep learning. arXiv  preprint
arXiv:2003.04696. 2020.

31. Hussain Z, Gimenez F, Yi D, Rubin D. Differential
Data Augmentation Techniques for Medical Imaging
Classification Tasks. AMIA Annu Symp Proc
2018;2017:979-84.

32. Perez L, Wang J. The effectiveness of data
augmentation in image classification using deep
learning. arXiv preprint arXiv:1712.04621. 2017.

33. Pereira S, Pinto A, Alves V, Silva CA. Brain tumor
segmentation using convolutional neural networks in
MRI  images. IEEE Trans Med Imaging
2016;35(5):1240-51. doi: 10.1109/TMI.2016.2538465
34. Naser MA, Deen MJ. Brain tumor segmentation
and grading of lower-grade glioma using deep learning
in MRI images. Computers in Biology and Medicine
2020;121:103758.

35. Goodfellow I, Bengio Y, Courville A, Bengio Y.
Deep learning. Cambridge: MIT Press; 2016.

36. Zhuge Y, Ning H, Mathen P, Cheng JY, Krauze
AV, Camphausen K, Miller RW. Automated glioma
grading on conventional MRI images using deep
convolutional ~ neural  networks. Med  Phys
2020;47(7):3044-53.

37. Sun L, Zhang S, Chen H, Luo L. Brain tumor
segmentation and survival prediction using multimodal
MRI scans with deep learning. Front Neurosci. 2019;
13: 810. doi: 10.3389/fnins.2019.00810

38. Lee JG, Jun S, Cho YW, Lee H, Kim GB, Seo JB,
Kim N. Deep learning in medical imaging: general
overview. Korean J Radiol 2017;18(4):570-84.
doi: 10.3348/kjr.2017.18.4.570

39. Baid U, Talbar S, Rane S, et al. A Novel Approach
for Fully Automatic Intra-Tumor Segmentation With
3D U-Net Architecture for Gliomas. Front Comput
Neurosci. 2020;14:10. doi: 10.3389/fncom.2020.00010
40. Hasan SK, Linte CA. A modified U-Net
convolutional network featuring a Nearest-neighbor
Re-sampling-based Elastic-Transformation for brain
tissue characterization and segmentation. Proc IEEE
West N Y Image Signal Process Workshop
2018;2018:10.1109/WNYIPW.2018.8576421.

doi: 10.1109/WNYIPW.2018.8576421

41. Cui S, Mao L, Jiang J, Liu C, Xiong S. Automatic
semantic segmentation of brain gliomas from MRI
images using a deep cascaded neural network. J
Healthc Eng 2018;2018:4940593
doi: 10.1155/2018/4940593

42. Li H, Li A, Wang M. A nowvel end-to-end brain
tumor segmentation method using improved fully
convolutional  networks. Comput Biol Med
2019;108:150-60.

doi: 10.1016/j.compbiomed.2019.03.014

43. Feng X, Tustison NJ, Patel SH, Meyer CH. Brain
tumor segmentation using an ensemble of 3d u-nets
and overall survival prediction using radiomic features.
Front Comput Neurosci 2020;14:25.
doi: 10.3389/fncom.2020.00025

44, Wang G, Li W, Ourselin S, Vercauteren T.
Automatic brain tumor segmentation using cascaded
anisotropic convolutional neural networks.
arXiv:1709.00382. doi: 10.1007/978-3-319-75238-
9 16

45, Khan H, Shah PM, Shah MA, ul Islam S,
Rodrigues JJ. Cascading handcrafted features and
convolutional neural network for loT-enabled brain
tumor segmentation. Computer Communications
2020;153:196-207.
https://doi.org/10.1016/j.comcom.2020.01.013

46. Wang F, Biswal B. Neural architecture search for
gliomas segmentation on multimodal magnetic
resonance imaging. arXiv preprint arXiv:2005.06338.
2020.

47. Sultan HH, Salem NM, Al-Atabany W. Multi-
classification of brain tumor images using deep neural
network. IEEE Access 2019;7:69215-25.
doi: 10.1109/ACCESS.2019.2919122

48. Wu S, Li H, Quang D, Guan Y. Three-Plane—
assembled Deep Learning Segmentation of Gliomas.
Radiol  Artif  Intell  2020; 2(2): e190011.
doi: 10.1148/ryai.2020190011

49. Guo X, Yang C, Lam PL, Woo PY, Yuan Y.
Domain Knowledge Based Brain Tumor Segmentation
and Overall Survival Prediction. In book: Brainlesion:
Glioma, Multiple Sclerosis, Stroke and Traumatic
Brain Injuries. p. 285-95. doi:10.1007/978-3-030-
46643-5_28

50. Amian M, Soltaninejad M. Multi-Resolution 3D
CNN for MRI Brain Tumor Segmentation and Survival
Prediction. arXiv:1911.08388v1 2019.

51. Chen H, Qin Z, Ding Y, Tian L, Qin Z. Brain
tumor  segmentation with deep  convolutional
symmetric neural network. Neurocomputing
2020;392:305-13.

doi: https://doi.org/10.1016/j.neucom.2019.01.111

52. Hussain S, Anwar SM, Majid M. Segmentation of
glioma tumors in brain using deep convolutional neural
network. Neurocomputing 2018;282:248-61.
https://doi.org/10.1016/j.neucom.2017.12.032

53. Nema S, Dudhane A, Murala S, Naidu S.
RescueNet: An unpaired GAN for brain tumor
segmentation. Biomedical Signal Processing and
Control 2020;55:101641.
https://doi.org/10.1016/j.bspc.2019.101641

Journal of Health and Biomedical Informatics 2021; 8(2): 218-233 Yy


https://doi.org/10.1007/s10916-019-1358-6
https://doi.org/10.1109/tmi.2016.2538465
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6707136/
https://dx.doi.org/10.3389%2Ffnins.2019.00810
https://doi.org/10.3348/kjr.2017.18.4.570
https://dx.doi.org/10.3389%2Ffncom.2020.00010
https://doi.org/10.1109/wnyipw.2018.8576421
https://doi.org/10.1155/2018/4940593
https://doi.org/10.1016/j.compbiomed.2019.03.014
https://doi.org/10.3389/fncom.2020.00025
https://doi.org/10.1016/j.comcom.2020.01.013
https://doi.org/10.1109/ACCESS.2019.2919122
https://dx.doi.org/10.1148%2Fryai.2020190011
http://dx.doi.org/10.1007/978-3-030-46643-5_28
http://dx.doi.org/10.1007/978-3-030-46643-5_28
https://doi.org/10.1016/j.neucom.2019.01.111
https://doi.org/10.1016/j.neucom.2017.12.032
https://doi.org/10.1016/j.bspc.2019.101641
https://jhbmi.com/article-1-565-en.html

[ Downloaded from jhbmi.com on 2026-01-29 ]

Journal of Health and Biomedical Informatics

Systematic Review Article Medical Informatics Research Center
2021; 8(2):218-233

Glioma Brain Tumor Identification Using Magnetic Resonance Imaging with
Deep Learning Methods: A Systematic Review

Khazaei Zeinab', Langarizadeh Mostafa*, Shiri Ahmad Abadi Mohammad Ebrahim?

* Received: 18 May 2021 * Accepted: 30 Jun 2021

Introduction: Glioma is one of the most common brain tumors, the early and accurate diagnosis of
which leads to proper treatment and prolongs the patient’s life. The studies conducted on glioma
diagnosis using magnetic resonance imaging images with deep learning methods were reviewed and
analyzed in this study.

Method: This study was a systematic review in which PubMed, ScienceDirect, Springer, IEEE, and
Arxiv databases were searched between 2010 and 2020 in order to retrieve English language studies
using keywords. Then, the articles were selected based on the inclusion and exclusion criteria and in
line with the purpose of the research and the required information was extracted for review.
Results: Finally, 35 original research articles were selected. The review of the articles showed that
they used a pipeline including collecting images, preprocessing, designing and implementing a
model, and evaluating the results of the model for tumor detection, classification, and segmentation.

The majority of the articles used public images and pre-trained models. In most articles, Dice
similarity coefficient and accuracy criteria were used in segmentation and classification,
respectively, as model evaluation criteria.

Conclusion: The results of this study revealed that in most articles, segmentation received more
attention in comparison with detection and classification. Therefore, it is suggested that more studies
be carried out on detection and especially grading glioma for being utilized in medical diagnostic
assistance systems.
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