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کيستماتيس مقاله مروری  

 ماریعمر ب شیو افزا حیآن منجر به درمان صح قیبه موقع و دق صیاست که تشخ یمغز یتومورها نیترعیاز شا یکی ومایگل مقدمه:

 دیتشد یربرداریتصو ریبا استفاده از تصاو ومایگل صیتشخ نهیانجام شده در زم یهاژوهشپ لیو تحل یمطالعه به بررس نیشود. در ایم
 پرداخته شد. قیعم یریادگی یبا روش ها یسیمغناط

در  PubMed ،ScienceDirect ،Springer ،IEEE،Arxiv یاطلاعات یهاگاهینظامند است که در آن پا یمطالعه مرور نیا روش:

جستجو قرار گرفتند. سپس  مورد یدیزبان با استفاده از کلمات کل یسیمطالعات انگل یابیبه منظور باز 2222تا  2212 یهاسال یبازه زمان
 .دیاستخراج گرد یجهت بررس ازیهدف پژوهش، انتخاب و اطلاعات مورد ن یورود و خروج و در راستا یارهایمقاله ها بر اساس مع

 ر،یتصاو یآورواحد شامل جمع یخط مش کیها نشان داد که از مقاله ی. بررسدیانتخاب گرد لیاص یمقاله پژوهش 33 تیدر نها :نتایج

استفاده  ومایگل یتومور مغز یبندو بخش یبنددسته ،یمدل، جهت آشکارساز جینتا یابیمدل و ارز یسازادهیو پ یپردازش، طراح شیپ

 بیضر اریمع هاپژوهشاند. در اغلب  استفاده کرده  دهیآموزش د شیاز پ یهاو مدل یعموم ریاز مجموعه تصاو هامطالعهکرده اند. اکثر 
 اند.کننده مدل استفاده شده یابیارز یهااریبه عنوان مع یبندصحت در دسته اریو مع یبندخشدر ب سیتشابه دا

مورد  شتریب یبندو دسته ینسبت به آشکارساز ومایگل یبندها بخشدر اکثر مقالهکه دهد یمطالعه نشان م نیا یهاافتهی گيري:نتيجه

به منظور  ومایگل یبندخصوص درجهه و ب یآشکارساز نهیدر زم یشتریدد مطالعات بگریم شنهادیپ نیبنابرا ؛استتوجه پژوهشگران بوده 

 ، انجام شود.یپزشک صیکمک تشخ یها ستمیدر س هیتعب

 

 یسیمغناط دیتشد یربرداریتصو وما،یگل یتومور مغز ق،یعم یریادگی ها:واژهكليد
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 مقدمه 

ترین و نوع بدخیم آن یکی از تومور مغزی گلیوما، یکی از شایع
ترین تومورهای مغززی اسزت و تشزخیص زودهنگزام و کشنده

. [1 ،2]کنزد درمان به موقع آن به بقای عمر بیمزار کمزک مزی
هزای مختلفزی گلیوما بر اساس بدخیمی و نرخ رشد آن به درجه

، گلیوما را بزه دو درجزه شود. سازمان بهداشت جهانیمیتقسیم 

)شامل دو زیر درجزه  LGG (Low Grade Glioma) اصلی
)شززامل   HGG (High Grade Glioma) ( و2و  1فرعززی 

 1جزه بنزدی کزرده اسزت. در( دسزته4و  3دو زیر درجه فرعزی 

 GBM یززا 4اسززت. درجززه  بززا جراحززی قابززل درمززان معمزواً

(Glioblastoma Multiform)تززرین تومززور بززا ، تهززاجمی
کمتزر  4نسبت بزه درجزه  3و  2است و  درجه  ءکمترین نرخ بقا

تشخیص درجه گلیومزا، محزل قرارگیزری، . [3]تهاجمی هستند 
هزای شکل و سایز تومور، اطلاعات بسیار مهمی در تعیین برنامه

درمانی، رادیزوتراپی و درمان بیماران از قبیل جراحی، شیمی ءبقا
 Magnetic) .[4]کنزد و یا ترکیبی از ایزن مزوارد، فزراهم مزی

Resonance Imaging) MRIهزای رایزج و یکزی از روش

عمل  حین به درمان پاسخ ارزیابی و غیرتهاجمی برای تشخیص
که با ایجاد کنتراسزت بافزت  [3]است  مغزی تومورهای جراحی

و تومزور مغززی بزا  مغزز بافزت مزورد در کزاملی نرم، اطلاعات

-T1-weighted(T1) ،T1هززای مختلززم شززاملتززوالی

weighted MRI with contrast 

enhancement(T1ce) ، T2-weighted(T2) ، (Fluid 

Attenuated Inversion Recovery)FLAIR، را فزراهم 

 روش بزه عنزوان یزک ،بزودن دسزترس در دلیزل بزه کند ومی
هزای تشزخیص . روش[6] شزده اسزت گرفته نظر در استاندارد

شزامل سزه روش   MRIتومور مغززی بزا اسزتفاده از تصزاویر 

هزای سزازی اسزت. در روشبنزدی و آشزکاربندی، دستهبخش
ور از تصزاویر آشکارسازی تومور مغزی، تصاویر دارای بافت تومز

بنزدی تعیزین های بخشگردند. در روشبافت نرمال متمایز می

 در تومزور مختلزم هایبافت محل قرارگیری تومور و جداسازی
بندی، برای های دستهشود. روشانجام می MRI تصاویر داخل
خیم یا بدخیم بودن تومزور اسزتفاده بندی و یا تعیین خوشدرجه

هزای تشخیص تومور مغززی بزا اسزتفاده از روش. [7]شوند می
بندی که به طور مسزتقیم از بندی و دستهنوین و خودکار بخش

گززردد، منززافع بسززیاری را بززرای حاصززل مززی MRIتصززاویر 

. از جملزه منزافعی کزه [8]بزر دارنزد  های کلینیکزی دراستفاده
هززا مززورد توجززه بسززیاری از موجززب شززده اسززت ایززن روش

هزای تشزخیص جزویی در هزینزه، صرفههشگران قرار گیردوپژ

بیماری، کاهش زمان تشخیص و پیشگیری از پیشرفت بیمزاری 

در مراحل اولیه، باا رفتن رضایت بیماران بزه دلیزل اسزتفاده از 
هزای تهزاجمی، روش جایه های تشخیصی غیرتهاجمی بروش
عمیق  های نوین، روش یادگیری. یکی از این روش[9]باشد می

 هزوش در حزوزه ماشزین یزادگیری از ایزیرمجموعزه است که
 الگو و هاداده پردازش در انسان مغز عملکرد از و است مصنوعی

 یزادگیری .کندمی تقلید گیری،تصمیم پیچیده مسائل حل برای

 ارائزه ایپیشزرفته دقزت کزه است کاربردی بسیار روشی عمیق
 تصزاویر لیتحلوهیزتجزخصزوص ه حوزه سلامت بز در کرده و

. همچنززین [12 ،11]ای یافتززه اسززت جایگززاه ویززژه پزشززکی

 عصبی کانولوشنی هایشبکه ویژه به عمیق، یادگیری هایمدل
(Convolutional Neural Network)CNN، زمینزه در 

 تشزخیص و بزدن اعضزای بنزدیبخزش برای پزشکی تصاویر

پژوهشزی . در [12 ،13] انزدداشزته خزوبی عملکزرد هزابیمزاری
 سزایر و بزین آن مروری که به بررسزی سزرطان مغزز و رابطزه

 و پارکینسزون ،آلزایمزر ،مغززی سزکته ماننزد مغززی اختلاات

 زمینزه در عصزبی اخزتلاات سایر و لوکوریاوز ،ویلسون بیماری
هزا نشزان ، یافتزهانجام شده عمیق یادگیری  و ماشین یادگیری

گیری عمیزق نتزایج بهتزری را نسزبت بزه سزایر دهد که یادمی

. همچنزین در [9]های یادگیری ماشین کسب کرده اسزت روش
های سنتی یزادگیری ماشزین و دیگری که مقایسه روش مطالعه

یادگیری عمیق در خصوص تشخیص تومور مغزی انجزام شزده 

دسزت ه هزای یزادگیری عمیزق صزحت بهتزری بزاست، روش
 .[7]اند آورده

هزای ند مقااتی کزه در سزالماین مطالعه، بررسی نظامهدف 

هزای اخیر به منظزور تشزخیص تومزور مغززی گلیومزا از روش
بررسزی رویکردهزای  و اسزتیادگیری عمیق اسزتفاده کردنزد، 

بنزدی و بنزدی، دسزتهمختلم تشخیص گلیوما از منظزر بخزش

، بزرای دسزتیابی بزه یزک MRIآشکارسازی تومور در تصاویر 
مشترک جهت کمک به پژوهشزگران در  (Pipeline) شیمخط

های یادگیری عمیق در تشخیص تومور مغززی استفاده از روش

 باشد. های مشابه میو سایر بیماری
 

 روش 
 های اطلاعاتیپایگاه در هاند مقالهماین مطالعه مروری نظامدر 

PubMed ،ScienceDirect، Springer،IEEE ،Arxiv 

منتشزر  March 2222تزا  2212هزای مانی سزالکه در بازه ز 
 ها بر اسزاساند، مورد جستجو قرار گرفتند. جستجوی مقالهشده
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موضوع و هزدف مطالعزه حاضزر و ترکیبزی از کلمزات کلیزدی 

“Deep learning”  و“Glioma Brain Tumor”  و

“MRI”های مذکور انجام شد.در پایگاه 1ق جدول ب، ط 

 

 
 هاي اطلاعاتجو در پایگاهاستراتژي جست :1 جدول

PubMed 

((deep learning[Title/Abstract]) AND (MRI[Title/Abstract]) 
AND (Glioma[Title/Abstract]) AND (“2010/01/01”[Date – 
Publication]: “3000”[Date – Publication])) OR ((deep 
learning[Text Word]) AND (MRI[Text Word]) AND 
(Glioma[Text Word]) AND (“2010/01/01”[Date – 
Publication]: “3000”[Date – Publication])) 

Science Direct 
Year(s): 2010-2020, Find articles with these terms: “deep 
learning” AND “MRI” AND “Glioma”, Article types: 
Research articles 

Springer 
Where the title contains: "deep learning" AND MRI AND 
Glioma, Show documents published: 2010-2020 

Arxiv 

Query: order: - announced _ date _first; size: 50; date _range: 
from 2010-01-01 to 2020-12-31; include _ cross _list: True; 

terms: AND all=deep learning; AND all=MRI; AND 
all=Glioma 

IEEE 
("All Metadata": deep learning) AND ("All Metadata ": MRI) 
AND (" All Metadata ": Glioma) 

 
 
 

معیارهای ورود به مطالعه عبارت بودند از: مقاات پژوهشی 
که  (peer-reviewedاصیل و مقاات بازبینی شده دقیق )

ااتی ها به زبان انگلیسی در دسترس بودند، مقمتن کامل آن

، مقااتی که های یادگیری عمیق استفاده کردندکه از روش
مرتبط با تشخیص تومور مغزی گلیوما بودند، مقااتی که از 

برای توسعه مدل  MRIهای حاوی تصاویر مجموعه داده
استفاده کردند. معیارهای خروج از مطالعه عبارت بودند از: 

های ز سایر بیماریمقااتی که درباره تشخیص افتراقی گلیوما ا

برای تخمین زمان بقای  مرتبط با مغز بودند، مطالعاتی که صرفاً 
بیماران مبتلا به گلیوما انجام شدند، مقااتی که از سایر 

های تشخیصی گلیوما استفاده کردند، مقااتی که فاقد روش

بندی و یا آشکارسازی تومور بندی یا دستههای بخشروش
 ارتباط بودند.موضوع اصلی مطالعه بی بودند، مقااتی که با

های اطلاعاتی و استخراج پس از اتمام جستجوی پایگاه

رکورد تکراری با استفاده  99مقاله یافت شد. ابتدا  289مقاات، 
شناسایی و حذف شد. عنوان و چکیده  Endnoteافزار از نرم
مقاله باقیمانده توسط پژوهشگران، مورد مطالعه قرار  192

مقاله حذف شد.  87، پس از اعمال معیارهای ورود گرفت.
سپس متن کامل مقاات باقیمانده به صورت مروری بررسی 

مقاله حذف گردید که  68شد و پس از اعمال معیارهای خروج، 
قابل ذکر است در   (.1شکل )مقاله انتخاب شد  33در نهایت 

دید ها توسط دو پژوهشگر بررسی گرکلیه مراحل انتخاب، مقاله

و موارد غیر مرتبط از مرور حذف شدند. در ضمن موارد مورد 
اختلاف بین دو پژوهشگر، به پژوهشگر سوم ارجاع داده شد و 

راء آبین پژوهشگران با اتفاق  نظراختلافدر نهایت هر گونه 
 گردید.  برطرف

در ادامه، بر اساس جدول استخراج داده که توسط پژوهشگران 

های مورد نیاز شامل: عنوان مقاله، طراحی شده بود، داده
نویسندگان، سال انتشار، مرجع نشر، هدف و نتیجه مقاله، 

، نوع MRIهای تصاویر های آن، ویژگیمجموعه داده و ویژگی

پردازش تصاویر، معماری مدل، فرایند یادگیری عمیق، پیش
افزار جهت نویسی و سختمعیارهای ارزیابی مدل، محیط برنامه

استخراج شدند. بررسی کیفیت و  هاپژوهشی مدل، از سازپیاده

 ستیلچکها بر اساس ها و استخراج دادهمحتوای مقاله
PRISMA در صورت  و سندهیبه طور مستقل توسط دو نو

توسط  گیری نهاییبندی و تصمیم، جمعنظروجود اختلاف

 انجام شد.سوم  سندهینو
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 یند انتخاب مقااتآنمودار فر :1 شکل

 

 جینتا
 289از مجمزوع  تیزاطلاعزات در نها یابیاز جستجو و باز پس

مقاله منتخب با هدف پژوهش انتخزاب و توسزط  33مقاله تعداد 

قرار گرفتند و بر اساس هزدف  لیو تحل یمورد بررس سندگانینو
هزا  جزدول اسزتخراج داده، اطلاعزات مقالزه یپژوهش و محتوا

.(2)جززززدول  تخراج شززززداسزززز سززززندگانیتوسززززط نو

 
 

: جزئيات مقالات بررسی شده2جدول   

 منابع
سال 

 انتشار
 روش

مجموعه 

 داده
 MRI يهایتوال ابعاد

محيط 

 یسینوبرنامه
 افزارسخت هاكتابخانه

[34] 2222 

 ،یبندبخش
 ،یبندهدرج

 آشکارسازی

 پایتون T1, T1ce, FLAIR یدوبعد عمومی
Tensorflow, 

Keras 

a single 11GB NVIDIA RTX 

2080Ti, AMD Ryzen 2920X 

(32M Cache, 3.50 GHz)  

 Tesorflow پایتون T1, T1ce, T2, FLAIR یبعدسه عمومی یبندبخش 2222 [39]

AMD Ryzen 2920X (32M Cache, 

3.50 GHz) CPU with a single 
11GB NVIDIA RTX 2080Ti 

GPU 

 یتونپا FLAIR دوبعدی عمومی یبندبخش 2222 [24]
Tensorflow, 

Keras 
an 11GB NVIDIA GTX 1080 Ti 

GPU 

[16] 2219 
 ، یبندبخش

 یبنددرجه 

 ،عمومی

 محلی
 - Pytorch پایتون T1, T1ce, T2, FLAIR یبعدسه

 ,T1, T1ce, T2, FLAIR یدوبعد عمومی آشکارسازی 2219 [14]

DWI 
 a server equipped with NVidia نامشخص 2218متلب 

Titan GPUs 

 Tensorflow پایتون T1, T1ce, T2, FLAIR یدوبعد عمومی یبندبخش 2218 [42]
a single 16 GB GPU of the 

NVIDIA Tesla P100 graphics 

card 

 مقاات استخراج شده از پایگاه های اطلاعاتی

PubMed ،ScienceDirect، Springer، 

IEEE،Arxiv = 289 عدد 

رکوردهای مقاات انگلیسی با متن کامل و حذف 
 عدد 192 =تکراری 

 

 عدد 123 =مقاات دارای معیار ورودی 
 

 عدد 33 =مقاات نهایی جهت ورود به مطالعه 

 عدد99= رکوردهای تکراری 

های ورود به رکوردهایی که معیار
 عدد 87= مطالعه را نداشتند 

یارهای رکوردهایی که بر اساس مع
 68 =  خروج از مطالعه حذف شدند

 عدد
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 یبندبخش 2219 [28]
 ،عمومی

 محلی

، یدوبعد
 یبعدسه

T1, T1ce, T2, FLAIR نامشخص پایتون - 

 T2 یدوبعد محلی یبنددرجه 2219 [21]
 ابزار ،پایتون

Wndchrm 
 NVIDIA Tesla K80 cards نامشخص

 T1ce یدوبعد محلی یبنددرجه 2218 [22]

 افزارنرم
NVIDIA 

Digits 

 نامشخص

a Dell workstation equipped with 

dual Intel E5-2603 CPUs and a 

middle-end GPU graphic card 

(GeForce GTX 1080, NVIDIA, 
CA, USA) 

 Caffe پایتون T1, T1ce, T2, FLAIR یبعدسه عمومی یبندبخش 2218 [41]

two GPUs and one CPU on a 
computing workstation equipped 

with 4 NVIDIA 1080Ti GPUs 

and 2 Intel Xeon E5-2630 CPUs 

 پایتون T1, T1ce, T2, FLAIR یدوبعد عمومی یبندبخش 2219 [42]
Tensorflow, 

Keras 
Nvidia Titan Xp GPU with 12 Gb 
memory 

 Tensorflow پایتون T1, T1ce, T2, FLAIR یبعدسه عمومی یبندبخش 2222 [43]

an Intel Core i7 3.5GHZ 

processor and is equipped with an 

NVIDIA GeForce GTX1080 

GPU 

 پایتون T1, T1ce, T2, FLAIR یدوبعد عمومی یبندبخش 2219 [6]
Tensorflow, 
Keras 

DELL PRECISION Tower 

T7910, with two NVIDIA Titan 

Xp GPUs 

[36] 2222 
 ،یبندبخش

 یبنددرجه
 عمومی

 ،یدوبعد 
 یبعدسه

T1, T1ce, T2, FLAIR پایتون 
Keras, 

Pytorch, 
Nilearn 

 NVIDIA TITAN X GPU 

 پایتون T1, T1ce, T2, FLAIR دوبعدی عمومی بندیبخش 2218 [44]
Tesorflow, 
NiftyNet 

 Core i7 CPU and 8GB RAM 

 - نامشخص 2218متلب  T1, T1ce, T2, FLAIR دوبعدی عمومی آشکارسازی 2222 [13]

 NVIDIA GeForce GTX 1080Ti  نامشخص پایتون T1, T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2219 [37]

GPU 

 - Pytorch پایتون T1, T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2219 [29]

 پایتون T1, T1ce, T2, FLAIR دوبعدی عمومی بندیبخش 2222 [43]
Scikit-learn, 

Keras, 

SimpleITK  

- 

 a single GTX1080Ti GPU card نامشخص 2217متلب  T1, T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2218 [27]

 Pytorch پایتون T1, T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2222 [46]
workstation with Intel-i7 

3.40GHz CPU, 48G RAM, an 

NVIDIA Titan Xp 12GB GPU 

 پایتون T1ce, T2, FLAIR دوبعدی عمومی یبنددرجه 2218 [19]
Tensorflow, 
Keras 

workstation Intel-i7 2.60 GHz 

CPU, 19.5Go RAM equipped 
with NVIDIA GPU Geforce GTX 

1080 Ti 11Go RAM 

 پایتون  T1ce بعدیسه عمومی یبنددرجه 2222 [26]
Tensorflow, 
Keras 

four GTX 1080TI 

  MXNet پایتون T1, T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2218 [23]
Intel i7-7700HQ CPU (2.8 GHz), 
NVIDIA GTX 1060 (6 GB) GPU, 

16GB RAM 

 T1ce دوبعدی عمومی بندیدرجه 2219 [47]
 ،2218متلب 

 پایتون
 نامشخص

GPU NVIDIA GeForce GTX 980 

equipped on an Intel Core i7 3.5 
GHz machine 
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 - Theano پایتون T1, T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2216 ]33[

امشخصن نامشخص T1, T1ce, T2, FLAIR دوبعدی عمومی بندیبخش 2222 ]48[  - 

 پایتون  T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2222 ]22[
Tensorflow 

,Keras, 

SimpleITK 

two parallel Nvidia GeForce 

1080Ti GPUs 

 DMFNet پایتون T1, T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2219 ]49[
Nvidia GeForce GTX 1080 Ti 

GPU, RAM 11 GB, PC with CPU 

Intel Core i7 , RAM 16 GB 

 پایتون T1, T1ce, T2, FLAIR بعدیسه عمومی بندیبخش 2219 ]32[
Tensorflow, 
Keras 

NVIDIA GTX 1080 8G. The used 

CPU is INTEL i7 6700K 

 Tensorflow NVIDIA Titan black card پایتون T1, T1ce, T2, FLAIR دوبعدی عمومی بندیبخش 2219 ]31[

 - Pylearn2 پایتون T1, T1ce, T2, FLAIR دوبعدی عمومی بندیبخش 2216 ]81[

 پایتون T1, T1ce, T2, FLAIR دوبعدی عمومی بندیبخش 2217 ]32[
Tensorflow, 
Keras, 
Theano 

- 

 بندیدرجه 2219 ]23[
 ،عمومی

 محلی
 نامشخص نامشخص T1ce دوبعدی

NVIDIA DGX station with 

processor 2.2 GHz, Intel Xeon 

E5-2698, NVIDIA Tesla V100 4 

× 16 GB GPU 

 نامشخص پایتون T1ce, T2, FLAIR دوبعدی عمومی بندیبخش 2219 ]33[
a single 11GB NVIDIA RTX 
2080Ti ,AMD Ryzen 2920X 

(32M Cache, 3.50 GHz)  

 

 

 (. 1منتشر شده بود )نمودار  2219تعداد مقاات در سال  نیشتریب

 

 

 تعداد مقالات منتشر شده در هر سال :1 نمودار

 

مقاله( و  23) یبندمطالعات از دو روش بخش نیدر ا یطورکلبه
  یرازب قیمزع یریادگزی یهاکزیقاله( از تکنزم 12) یبندتهدس

 

 

استفاده شزده  MRI ریتصاو یرو ومایگل یتومور مغز صیتشخ
مقالزه( و  8) یبنزداز دو روش درجزه یبنداست. در روش دسته

انزد. در اکثزر مطالعزات از مقاله( اسزتفاده کزرده 2) یآشکارساز

 یهزا( و از مجموعزه دادهمقالزه 33) یعموم یهامجموعه داده
آمزوزش و  یمقالزه( بزرا 3هزا )از مطالعزه یدر تعداد کمز محلی
های از مجموعه دادهاستفاده شده است.  یصیمدل تشخ یابیارز

 Brain Tumor) ، از مجموعزززززززه دادهمیعمزززززززو

Segmentation) BraTs های مختلزم انتشزار آن از در سال
 The Cancerاز )، مقالزززه( 31)2219الزززی  2212سزززال 

Imaging Archive) TCIA (7 مقالزززه ،)از (Ischemic 

Stroke Lesion Segmentation) ISLES (1)و از  مقالزه
(Information extraction from Images) IXI (1 

ز مقالززه( ا 23اسززتفاده شززده اسززت. در اکثززر مقززاات ) مقالززه(
( به طزور 1T ،2T ،Tce ،FLAIR) MRIهای مختلم توالی
زمان، به عنوان تصاویر ورودی به مدل و همچنین از تصاویر هم

 Digital Imaging andشززززکل ) هبزززز دوبعززززدی

Communications in Medicine) DICOM (21 
 Neuroimagingشززکل ) هبزز بعدیسززهز تصززاویر و ا مقالززه(
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Informatics Technology Initiative) NIFTI (16 

بزه  python یسزینوبرنامزه طی. از محزانداستفاده کرده مقاله(
،  Keras،Tensorflow یهززاکتابخانززه چززارچوبهمززراه 

SimpleITK ،Pytorch ،Theano ،Caffe،Nilearn، 
NiftyNet  ،Scikit-learn ،MXNet،2Pylearn  (29 

 4) (2217a,2218b نسززخه) Matlabافزززار مقالززه(، از نززرم

 NVIDIAمقالزززه( و از 1) Wndchrm toolاز  ،مقالزززه(

Digits software (1 بززرا )توسززعه مززدل اسززتفاده  یمقالززه

 Graphics)  یکزیاند. در مطالعات از واحزد پزردازش گرافکرده

Processing Unit)GPU (24 براهمقال )یسزازادهیجرا و پا ی 
 اند.استفاده کرده یافزارسخت رساختیمدل در ز

 یهزانشان داده شده است در مقالزه 3که در جدول  گونههمان
 یهززااز روش ریپززردازش تصززاو شیشززده، جهززت پزز یبررسزز

، رینرمزال کزردن شزدت تصزاو یمقالزه( بزرا 24) یسزازنرمال

 ریتصزاو ادجزیا یمقاله( بزرا 21ها )داده یسازافزون یهاروش
 یهزا، روشمقالزه( 12) ریاصزلا  تصزاو یهزاروش ،یساختگ

نزامتوازن، اسزتفاده  ریمقاله( در مجموعه تصزاو 12توازن ) جادیا

جهزت آمزوزش  ground truth ریتصزاو نیشده است. همچن
و بزا  یگزذارو برچسزب یبنزدمدل، توسزط متخصزص بخزش

 نزدیآرف یانزد. مقزاات بزراشزده دییزأت یپاتولوژ هایشیآزما

 ر،یوضو  تصزاو شیافزا ر،یپردازش به منظور اصلا  تصاوشیپ
 N4ITK  ،N3 یاز ابزارهزا اسیبا لدیو اصلا  ف زیکاهش نو

bias correction ،N4 bias correction  ،

SPM12،3D slicer  ،N3T-spline ،inhomogeneity 

correction اند.استفاده کرده 
 

 
 فاده شده در مقالاتاست پردازششيپهاي : روش3جدول 

 منابع هاوشر پردازششيپ 

 یسازنرمال

Z-score normalization 

[6 8،  22،  24،  23،  ،28،  ،33  36،  37،  39،  41،  42،  

44- ،46  ،48  ،32،  32] 

Rescaling [23 34،  31، ] 

Min-max normalization [ 46،26 ] 

The method was not 

explained [28] 

 اصلا  تصاویر

Skull-stripping [21] 

Shifting  [23] 

Resizing [ 47،26 ] 

Rescaling [ 443،3 ] 

Padding [34] 

Format conversion [ ،22  28] 

Eliminating outliers and noise [23] 

Cropping [22 28،  34،  49، ] 

Contrast enhancement  [26] 

Skull-stripping, Resampling, 

Interpolation, Co-registration 

** 

[8 16،  22،  24،  26،  28،  37 ،33،  39،  42- ،44  46 

48،  33]* 

 هادادهسازی افزون

Flipping(horizontal and 
vertical), Random flipping, 

Random axes flipping, 

Flipping around the x-axis 

[ 22،19،16،8  ،22،  24-26 34،  36،  37،  43،  46-

48] 

Rotating, Random rotation [ ،16  19-24 33،  34،  36،  43، -47] 
Scaling(horizontal and 

vertical), Random scaling [23 36،24، ] 

Zooming [22 ،22،  34] 

Translation(horizontal and 

vertical) [21 42،23، ] 

Adding noise(salt, pepper, [22 28،  47، ] 
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blur) 

Elastic transformation [24،8] 

Shear [24،22] 

Mirroring images, Right/left 

mirroring [ 47،23 ] 

Reflection [28،21] 

Padding [16] 

Resizing [21] 

Histogram equalization [22] 

Random Gaussian noise [37] 

Random distortion [46] 

B-spline transformation [23] 

Shifting [22] 

Brightness [22] 

Elastic distortion [22] 

Elastic deformation [28] 

ایجاد توازن در 
 مجموعه تصاویر

Data augmentation [ 33 ،26 ] 

Focal loss [31] 

Generalized dice loss function [29] 

Multi-class dice loss function [37] 

Over-sampling minority class [48] 

SMOTE algorithm [39] 

Soft dice coefficient loss [22] 

Under-sampling majority 

class [ 39،29 ] 

Up-sampling minority class [39] 

Weighted cross-entropy loss [24] 

Weighted dice loss [49] 

Weighted loss function [34] 

 های ** از قبل روی تصاویر اعمال شده است.استفاده کرده اند که روش BraTsها از مجموعه تصاویرعمومی در این مقاله*

 
 

 یادگيري عميق بنديبخشهاي : نتایج ارزیابی مقالات بر اساس مجموعه داده و مدل1 جدول

  

 منبع
  

 معماري مدل 
  

 مجموعه داده 
DSC 

WT TC ET 

[34] U-net  TCIA 84/2   -  - 

[39] 3D U-net  BraTS 2018 88/2  83/2  73/2  

[24] Modified U-Net   BraTS 2019 82/2   -  - 

[42] 

 Modified U-Net 

BraTS 2017- LGG 8439/2   -  - 

BraTS 2017-HGG 8976/2  - - 

BraTS 2017 8717/2  - - 

[16] 3D U-net BraTS 2018  8833/2  - - 

[28] AlbuNet3D (pretr.) 
BRATS 2017, 2018, 

Syrian Lebanese 

hospital ,Brasilia 

8919/2  8132/2  7816/2  

AlbuNet3D (no pretr.) 8913/2  8272/2  7631/2  

AlbuNet2D (pretr.) 8888/2  7969/2  7449/2  
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AlbuNet2D (no pretr.) 8774/2  7776/2  7437/2  

[41] Cascaded DL-CNN BRATS 2015 89/2  77/2  8/2  

[42] Modified U-Net  

  

BraTs 2015 89/2  733/2  726/2  

BraTs 2017 876/2  763/2  642/2  

[43] Ensemble of 3D U-

Nets 
BRATS 2018 

9114/2  8324/2  7946/2  

[6]  SK-TPCNN 
Brats 2015 

86/2  74/2  81/2  

 SK-TPCNN + RF 89/2  8/2  87/2  

[36] 3D U-net  BraTS 2018 ,TCIA 896/2  797/2  732/2  

[44]  Cascaded FCNN  BraTS 2017 923/2  8378/2  7839/2  

[37]  3D CNN  BraTS 2018 9244/2  8494/2  8232/2  

[29]  3D CNN based  on U-

net 

 BRATS 2015 84/2  72/2  62/2  

[43]  Cascaded CNN  BRATS 2015 81/2  76/2  73/2  

[27]  3D CNN  BRATS 2015 893/2   -  - 

[46]  3D-U-Net 
BraTS 2019 

92/2  98/0  83/2  

NAS-3D-U-Net 92/2  89/2  83/2  

[23] Cascaded  modified U-

Net 

 BraTS 2018 928/2  844/2  784/2  

[33] 

NAS CNN 
 

BraTS 2015-

challenge 
78/2  63/2  73/2  

BRATS 2013- 
leaderboard 

84/2  72/2  62/2  

BRATS 2013- 

challenge 
88/2  83/2  77/2  

[48]  U-net  BRATS 2018 91/2  83/2  8/2  

[22]  Modified U-net, 

VGG16 

 BRATS 2019 967/2  9981/2  9132/2  

[49]  3D DMF-Net  BraTS 2019 38/89  36/81  88/76  

[32]  Modified U-Net  BraTS 2019 84/2  74/2  71/2  

[31]  DCSNN  BRATS 2015 832/2  681/2  381/2  

[8]  DNNs  BRATS 2013 84/2  71/2  37/2  

[32]  DCNN- LN 

BRATS 2013, 

BRATS 2015 

84/2  82/2  83/2  

 DCNN- TPN 82/2  83/2  89/2  

 DCNN- TLinear 83/2  87/2  89/2  

 DCNN- IN 79/2  86/2  9/2  

 DCNN- ILinear 86/2  87/2  9/2  

[33] 
RescueNet 

BraTS 2015 9421/2  9429/2  8732/2  

BraTS 2017 9463/2  836/2  9334/2  
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 بندي یادگيري عميقها و مدل درجه: نتایج ارزیابی مقالات بر اساس مجموعه داده5جدول 

هادسته معماري مدل منبع  ویژگی حساسيت دقت صحت مجموعه داده 

[34] Transfer 

Learning(VGG-
16) 

HGG, LGG TCIA 
9322/2   - 9322/2  9822/2  

[16] 

CNN HGG, LGG 

TCIA 
9123/2  - 9118/2  9132/2  

Ghent University 

Hospital 
9196/2  - 9248/2  9388/2  

[14] 

CNN HGG, LGG 

BraTS 2013 9943/2  2222/1  9839/2  2222/1  

BraTS 2014 9338/2  9933/2  7196/2  9991/2  

BraTS 2015 9978/2  2222/1  9919/2  2222/1  

BraTS 2016 9369/2  8924/2  9733/2  9491/2  

BraTS 2017 9778/2  9722/2  9789/2  977/2  

ISLES 2015 9227/2  2222/1  8814/2  2222/1  

[21] Wndchrm tool Grade I, 

Grade II, 

Grade III, 

Grade IV 

Government Medical 

College, Calicut, India 
9286/2  9289/2  9173/2  9748/2  

Transfer 

Learning(VGG-

19) 

9464/2  9471/2  9272/2  9813/2  

[22] Transfer 

Learning(AlexNet) 

HGG, LGG 

Tangdu Hospital, Fourth 

Military Medical 

University ,China 

8332/2   -  -  - 

Transfer Learning 
(GoogLeNet) 

9292/2   -  -  - 

pre-trained 

AlexNet  
9272/2   -  -  - 

pre-trained 

(GoogLeNet) 
9432/2   -  -  - 

[36] CNN(2D Mask R-

CNN) HGG, LGG BraTS 2018, TCIA 

9632/2   - 9332/2  9722/2  

CNN(3DConvNet) 9712/2   - 9472/2  9682/2  

[13] stacked sparse 

auto encoder 

(SSAE) 

tumor, 

non-tumor 

BraTS2012 2222/1  2222/1  2222/1  2222/1  

BraTS2012 Synthetic 9222/2  2222/1  8822/2  2222/1  

BraTS2013 9322/2  9322/2  2222/1  9222/2  

BraTS2013 Leaderboard 2222/1  2222/1  2222/1  2222/1  

BraTS2014 9722/2  9822/2  9822/2  6229/2  

BraTS2015 9322/2  2222/1  9322/2  2222/1  

[19] Multistream CNN HGG, LGG BraTS 2017 9287/2   -  -  - 

[26] 3D CNN HGG, LGG BraTS 2018 9649/2   -  -  - 

[47] 
2D CNN 

Grade II, 

Grade III, 

Grade IV 

TCIA 
9872/2   -  -  - 

[23] 

CNN 

Normal, 

Grade II, 

Grade III, 

Grade IV 

IXI, TCIA, Hazrate 

Rasool General Hospital, 

Tehran, Iran 

9292/2   -  -  - 
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بندی بندی و دستهجهت ارائه مدل برای بخشدر اکثر مطالعات 

 یبرامقاله( استفاده شده است.  31) CNNاز  گلیوما
 U-Netمدل  یا مبتنی بر U-Netی، بیشتر از مدل بندبخش

و  های یادگیری انتقالمقاله( استفاده شده و از روش 14)

یشتر مقاله( ب 4های از پیش تعریم شده و آموزش دیده )مدل
مقاله( برای  1های خود رمزنگار )بندی و از شبکهبرای دسته

 آشکارسازی استفاده شده است.

بندی تومور مغزی گلیوما در نواحی برای ارزیابی کمی بخش
 (Dice Similarity Coefficient) ، از معیارمختلم آن

DSC  (26 مقاله)مقاله( 14و ویژگی ) های حساسیت، از معیار ،

مقاله(، از  11) HD (Hausdorff93 distance) یاراز مع
 IOU معیار ، از(مقاله 3) Jaccard scoreمعیار 

(Intersection over Union )(1 )و  و از معیار صحت مقاله
F1 – Score  وError rate (1  استفاده )اند کردهمقاله
های بندی گلیوما برای درجه. برای ارزیابی کمی دسته(4جدول )

، از معیارهای حساسیت و مقاله( 11، از معیار صحت )آن مختلم
 های مطالعهمقاله( و در  3مقاله(، از معیار دقت ) 6ویژگی )
Amin  از معیارهای [14 ،13]و همکاران (False 

Negative Rate)FNR ، (False Positive 

Rate)FPR، (Jaccard similarity index)JSI ،DSC 

(The area under the ROC Curve) AUC و در

 Matthews) از  Van Holenو Decuyper مطالعه

Correlation Coefficient) MCC16]اند استفاده کرده، 
   (.3)جدول  [13

 

 يريگجهينتو  بحث
 ومايگل يتومور مغز

های مورد توجه تشخیص تومور مغزی گلیوما، یکی از زمینه 
های تشخیص تومور روش معمواً. [7] پژوهشگران است
بنابراین ازم است  ؛بر و پر هزینه هستندزمان، مغزی، تهاجمی

، مقرون به صرفه و کارآمد توسعه داده های غیرتهاجمیروش
تهاجمی، های تشخیص سریع، امن و غیرشوند. یکی از روش
یندی آفر MRIاست. تحلیل تصاویر  MRIاستفاده از تصاویر 

بنابراین نیاز به  ؛ستا سخت و برخی اوقات همراه با خطا
زیرا  ؛های تحلیل تصاویر با سرعت و دقت بیشتر استروش

تشخیص زودهنگام و دقیق تومور مغزی منجر به بهبود نتایج 

  .[9 ،17] شوددرمان و افزایش طول عمر بیماران می
های یادگیری عمیق نتایج قابل قبولی را در این روش اخیراً

ها در خصوص زمینه کسب کرده است. انتشار صعودی مقاله

ها در تصاویر رادیولوژی، تمایل بسیار زیاد استفاده از این روش
های یادگیری دهد. روشپژوهشگران به این حوزه را نشان می

تری کند تا تشخیص دقیقها کمک میعمیق به رادیولوژیست

دهد های این مطالعه نیز نشان مییافته .[17 ،18] داشته باشند
های یادگیری عمیق در تحلیل تصاویر که روند استفاده از روش

 پزشکی به خصوص در زمینه تومور مغزی رو به افزایش است

 . (1)نمودار 

یندهایی آفر ،بندی و آشکارسازی تومور مغزیبندی، دستهبخش
پیوتری برای های کمک کامهستند که برای ایجاد روش

مورد استفاده قرار  MRIتشخیص تومور مغزی روی تصاویر 
بندی تومور مغزی گلیوما برای یند بخشآفر. [7] گیرندمی

بندی نواحی مختلم مشخص نمودن محل قرارگیری و تقسیم

  Whole) به سه زیر ناحیه اصلی شامل تومور کاملتومور 

Tumor)WTهسته تومور ، Tumor Core (TC)  و منطقه
، ET (Enhancing Tumor Region) تومورپیشرفت 

بندی تومور مغزی گلیوما به بندی برای دستهیند درجهآاست. فر
)شامل دو  HGG( و 2 و 1)شامل دو زیر درجه  LGGدو نوع 

باشد. فرآیند آشکارسازی، برای تشخیص (، می4 و 3زیر درجه 

بندی آن به دو بخش تومور مغزی گلیوما در تصاویر و دسته
بندی تومور یکی ، است. بخشسالم یا دارای تومور مغزی گلیوما

هایی است که جامعه پزشکی توجه بیشتری به آن از حوزه

دهد که اغلب های این مطالعه نیز نشان می. یافته[17] اندداشته
بندی تومور انجام شده است، در حالی زه بخشتحقیقات در حو

بندی تومور و آشکارسازی آن کمتر مورد توجه قرار که درجه

 گرفته است. 
مشی مشترک شامل یک خط هامطالعهدر نهایت پس از بررسی 

دست آمد. ه پردازش، طراحی مدل و ارزیابی نتایج مدل، بپیش

جموعه همچنین قبل از انجام مراحل مذکور ازم است م
افزاری ازم، فراهم و نرم یافزارسختهای تصاویر و زیرساخت

 باشد. 

 هامجموعه داده

به دلیل سهولت دسترسی به مجموعه تصاویر عمومی پزشکی،  

ها در توسعه مدل پژوهشگران تمایل بیشتری به استفاده از آن
دهد که اغلب های این مطالعه نیز نشان میدارند. یافته

اند. ازم به ز مجموعه تصاویر عمومی استفاده نمودهها امطالعه

های ازم روی تصاویر مجموعه ذکر است که برخی از ویرایش
کنندگان آن انجام شده است و های عمومی توسط منتشرداده
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گردد پژوهشگران زمان کمتری را برای همین امر موجب می

عه پردازش تصاویر صرف نمایند و تمرکز بیشتری در توسپیش
 مدل داشته باشند. 

به طور  FLAIR و T1،T2،T1ceهای از توالیها مطالعهاکثر 

، MRIهای مختلم اند. استفاده از توالیزمان استفاده کردههم
 کنداطلاعات با جزئیات بیشتری درباره بافت مغز فراهم می

همچنین چندین توالی نسبت به توالی منفرد کارایی  .[14]

. از طرفی برای سرعت بخشیدن [19] دهدیبهتری را نتیجه م
، MRIهای جای استفاده از تمامی توالیه ، ببه آموزش مدل

خصوص ه ب .[22] ها استفاده نمودیک یا برخی از آنتوان از می

آوری زمانی که تصاویر از بیمارستان و یا مراکز دانشگاهی جمع
 FLAIRفقط از توالی  ایمطالعه. در [21-23] شوندمی

که این توالی در تومور مغزی  استفاده شده است به سبب این

مورد  LGGیم و برای جراحی تومور مغزی گلیوما با درجه وخ
 .[24] توجه است

 دوبعدیاستفاده از تصاویر  حاضر، های مطالعهبر اساس یافته

یکی از دایل انتخاب  .است بعدیسهکمی بیشتر از تصاویر 
تصاویر دوبعدی، کوچک بودن مجموعه تصاویر برای آموزش 

بنابراین با کاهش بعد  ؛شودمیبیش برازش است که منجر به 

از تصاویر  دوبعدیهای تصاویر تصاویر و استفاده از برش
اند این توانسته ،شودمی بزرگ شدن دیتاستکه باعث  بعدیسه
همچنین استفاده از  .[19] ه را تا حدودی کاهش دهندئلمس

 GPUنیاز به  بعدیسههای در شبکه بعدیسهتصاویر 

memory بندی و بخش بعدیسههای برای نگاشت ویژگی
 شودافزایش هزینه محاسباتی میکه باعث  تومور مغزی دارد

پیچیدگی مدل را کاهش  دوبعدی. اگرچه تصاویر [4 ،16]
در ارزیابی نتایج  اریبیاما در عین حال باعث افزایش  ؛دهدمی

های عصبی کانولوشنی همچنین شبکه .[23] خواهد شد

دهند در ، اطلاعات حجمی را مورد بررسی قرار نمیدوبعدی
 ، تمام اطلاعاتبعدیسههای عصبی کانولوشنی که شبکه حالی
 ،و کلی یجزئردن اطلاعات متنی یکی کحجمی را برای  مکانی

های عصبی کانولوشنی در برخی  شبکه .[26] کندبررسی می
، فشرده شده در طی پردازش وبعدیدکیفیت تصویر  دوبعدی

بندی تومور کند که باعث عدم دقت در بخشتقلیل پیدا می

به  دوبعدیبا گسترش یک مدل  کهیدرحال .[27] شودمی
دست آورد و کارایی مدل را ه توان نتایج بهتری بمی بعدیسه

 .[28 ،29] افزایش داد

 پردازششيپ

ها در تصاویر پزشکی عدم توافق در انتخاب یکی از چالش

ها، سازی است. تصاویر پزشکی با مدالیتهبهترین روش نرمال
ها و از اسکنرهای مختلم که دارای نوع داده و بازه شدت توالی

شوند که این امر باعث آوری میتصویر متفاوت هستند، جمع

سازی شدت تصویر تصاویر پزشکی الهای نرمشود روشمی
برای  سازی تصاویر عمدتاًتر از سایر تصاویر باشد. نرمالپیچیده
ها مطالعهاکثر  .[32] های عصبی مفید هستندسازی شبکهبهینه

و این مسئله توافق در  اندکردهاستفاده  Z یسازنرمالاز روش 
را  مغزی MRIتصاویر  یسازنرمالانتخاب این روش برای 

 دهد.نشان می

های که در آموزش مدل پردازششیپهای مهم یکی از روش
 سازی داده استهای افزونثر است روشؤیادگیری عمیق م

بندی های دستهروش ها باعث افزایش صحتاین روش .[31]

 یش برازشپها از از طرفی با افزایش داده .[32]شوند می
های و همچنین در مجموعه داده [24] کندجلوگیری می

های ایجاد تعادل استفاده توازن به عنوان یکی از روشنام

از ها مطالعهها نشان داد که اکثر یافته. [26 ،33] شودمی
 Rotatingو  Flippingویژه ه سازی داده بهای افزونروش

ها نتایج بهتری که اعمال این روشطوریه اند. باستفاده کرده

 .[26 ،34]در خروجی مدل نشان داده است 

 مدل

های بدون نظارت دگیری عمیق شامل مدلهای یاانواع مدل
، های عصبی مولدود رمزنگار و شبکههای عصبی خمانند شبکه

های عصبی بازگشتی و های با نظارت مانند شبکهمدل

. [33] کاربردهای متفاوتی دارند ،های عصبی کانولوشنیشبکه
تحلیل تصاویر به ویژه تحلیل  CNNیکی از کاربردهای 

بندی و آشکارسازی بندی، دستهتصاویر پزشکی به منظور بخش

های استخراج خودکار ویژگی CNNاست. از مزایای مهم 
های سنتی یادگیری ماشین که تصویر است برخلاف روش

 .[32 ،36] شودها به روش دستی انجام میاستخراج ویژگی

، هامطالعهدهد که در همه های این مطالعه نشان مییافته
 مطالعه اند به غیر ازتوسعه داده شده CNNها بر مبنای مدل

Amin که شبکه عصبی خود رمزنگار برای  [13] و همکاران

برای  هاپژوهش. برخی از را به کار برده استآشکارسازی 
و یا با اعمال تغییراتی در  U-Netبندی تومور از مدل بخش

بر پایه  U-netاند. معماری این مدل از آن استفاده کرده

CNN بندی تصاویر پزشکی است که هدف اصلی آن بخش
 .[27]است 
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خصززوص ه روش یززادگیری انتقززال بزز هززاپژوهشتعززدادی از 

. چزالش مهزم در تحلیزل انزدرا به کزار بردهبندی تصاویر دسته
تصاویر پزشکی کمبود تعزداد تصزاویر در آمزوزش مزدل اسزت. 

هزای از پزیش آمزوزش روش یادگیری انتقال با استفاده از مدل

ع ایزن حلی برای رفزهای بسیار حجیم، راهدیده با مجموعه داده
ها را . همچنین این روش عدم تطابق توزیع دادهباشدمشکل می
که علزت اصزلی  دهدهای آموزش و آزمون کاهش میبین داده

 .[22] های سزنتی یزادگیری ماشزین اسزتدقت پایین در روش
همچنین این روش باعث کاهش آزمون و خطا بزرای دسزتیابی 

هزای آمزوزش شود. از جملزه مزدلبه بهترین معماری مدل می

 ، MobileNet،GoogleNet ،AlexNet تزواندیزده مزی

VGGNet،ResNet ،DenseNet ،Xception ، 
NASNet ،U-Net ،V-Net ، DMFNet   18] بزردرا نزام، 

24، 37].   

 ارزیابی نتایج مدل

بندی و در جدول های بخشبرای مدل 4ها در جدول نتایج مدل
بندی ذکر شده است. همه های آشکارسازی و دستهبرای مدل 3

اند. در اکثر مشابه و قابل قبولی کسب کرده ها نتایج تقریباً مدل

ه ناحیه متفاوت برای س DSCبندی، معیار های بخشمدل
به صورت جداگانه محاسبه شده  WT،ET ،TCتومور شامل 
دست ه ها نتایج متفاوتی در نواحی مختلم باست و مدل

بندی از معیار های آشکارسازی و دستهاند. در اغلب مدلآورده
صحت برای ارزیابی مدل استفاده شده است و در برخی موارد 

نتایج متفاوتی کسب مدل بر روی مجموعه تصاویر مختلم 

توان در مورد مدلی که بنابراین به طور قطعی نمی ؛نموده است
 بهترین نتیجه را کسب کرده است، نظر داد. 

 زیرساخت 

 را با   هایشانمدلها پژوهشها حاکی از این است که اکثر یافته
GPU  زیرا ؛ اندتوسعه دادهGPU ها توان محاسباتی را افزایش

 Central Processing)استفاده از یک  [38]دهند می

Unit )CPU  ای از و یا مجموعه یاچندهستهتک یاCPU ها
شود که در حالت در محیط محاسباتی با کارایی باا باعث می

اول زمان زیادی برای آموزش صرف شود و در حالت دوم نیاز 
ها  با GPUدر صورتی که  به زیرساخت با هزینه باا دارد.

های ، زمان کمتری را برای آموزش مدلتراسبقیمت من

علاوه بر کارایی باای . کنندیادگیری عمیق صرف می

GPU ،یادگیری عمیق مانند های منبع باز کتابخانهها

TensorFlow،Torch ،Caffe ، Theano   به کاربر این
نویسی برنامه GPUدهد که به طور مستقیم روی امکان را می

 Application Programming) هاتابخانهکند. همه این ک

Interface) API نویسی دارند که های مختلم برنامهدر زبان
، هاکه در اکثر پژوهش [18] است pythonها ترین آنمعروف

 .شده استاستفاده  آناز 

مرتبط با تشخیص تومور مغزی  هایپژوهشدر این مطالعه 
های یادگیری توسط روش MRIگلیوما با استفاده از تصاویر 

بررسی شد. پس از اعمال معیارهای ند مبه صورت نظامعمیق، 

 پسمقاله برای بررسی نهایی انتخاب شد.  33در نهایت  ،ازم
مشی از مطالعه دقیق و تحلیل نتایج حاصل از آن، یک خط

آوری ترتیب که پس از جمعبدین ،دست آمده مشترک ب

پردازش تصاویر است که ، اولین مرحله، پیشمجموعه تصاویر
، MRIهای مختلم تصاویر با توجه به خصوصیات و توالی

ه گردد. در مرحلهای ازم و مرتبط روی تصاویر اعمال میروش

، بندیبعد مدل شبکه با توجه به یکی از رویکردهای بخش
و تصاویر آماده  گردیدبندی و یا آشکارسازی تومور طراحی دسته

. در مرحله نهایی شدندوارد مدل  شده از مرحله قبل مستقیماً

. خروجی مدل با توجه به رویکرد انتخاب شدنتایج مدل ارزیابی 
های دی، تومور به بخشبنشده متفاوت خواهد بود. در بخش

مختلم آن تقسیم شده و هر بخش برچسب متناظر با نوع 

های مختلم آن بندی، تومور در درجه. در دستهگرفتضایعه 
در آشکارسازی، تصاویر در دو دسته سالم و حاوی  وبندی دسته

  .شدندبندی تومور دسته

  

 تشکر و قدردانی

عنوان بخشی از  این مطالعه حاصل تحقیقی مستقل است که به
دکترای تخصصی در رشته مدیریت فناوری اطلاعات  نامهپایان

، تحقیقات و فناوری تهران و در دانشگاه آزاد اسلامی واحد علوم

 بدون حمایت هیچ سازمانی انجام شد.

 

 منافع  تعارض

گونه تضاد نمایند که هیچنویسندگان تصریح می لهیوسنیبد
 وجود ندارد. منافعی در خصوص مطالعه حاضر
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Introduction: Glioma is one of the most common brain tumors, the early and accurate diagnosis of 
which leads to proper treatment and prolongs the patient’s life. The studies conducted on glioma 

diagnosis using magnetic resonance imaging images with deep learning methods were reviewed and 
analyzed in this study. 
Method: This study was a systematic review in which PubMed, ScienceDirect, Springer, IEEE, and 
Arxiv databases were searched between 2010 and 2020 in order to retrieve English language studies 
using keywords. Then, the articles were selected based on the inclusion and exclusion criteria and in 
line with the purpose of the research and the required information was extracted for review. 
Results: Finally, 35 original research articles were selected. The review of the articles showed that 

they used a pipeline including collecting images, preprocessing, designing and implementing a 
model, and evaluating the results of the model for tumor detection, classification, and segmentation. 
The majority of the articles used public images and pre-trained models. In most articles, Dice 
similarity coefficient and accuracy criteria were used in segmentation and classification, 
respectively, as model evaluation criteria. 
Conclusion: The results of this study revealed that in most articles, segmentation received more 
attention in comparison with detection and classification. Therefore, it is suggested that more studies 

be carried out on detection and especially grading glioma for being utilized in medical diagnostic 
assistance systems. 
 

Keywords: Deep Learning, Glioma Brain Tumor, Magnetic Resonance Imaging 

Systematic Review Article 
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