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Introduction: COVID-19 is a new virus that causes infection in the upper respiratory tract 

and lungs, and the number of deaths due to the disease has increased daily on the scale of a 

global epidemic. Chest X-ray images have been useful for monitoring various lung diseases 

and have recently been used to monitor COVID-19 disease. 

Method:  In this research, a multi-stage process was used to recognize COVID-19 from X-

ray images. In the first stage, pre-processing was done to normalize the data. In the second 

step, which is the most important step of the proposed method, feature extraction was done. 

The feature extraction operation was based on deep learning networks. After feature 

extraction, machine learning algorithms were used to classify images. The algorithms used 

in this section are support vector machine, nearest neighbor, and decision tree algorithms. 

The results of these categories are combined in the fourth step based on the majority vote. 

Results: The parameters used in this research are among the classification parameters, 

including precision, accuracy, recall, and F-criterion, which were obtained as 96.5, 92.25, 94, 

and 93, respectively. 

Conclusion: The results of the experiments show the acceptable efficiency of the proposed 

method because, in addition to reducing the calculations by the separable layer, the 

combination of categories and their weighting has been used to obtain the final result. 
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طور به  یرکه تعداد موارد مرگ و م شودیم هایهو ر فوقانییتنفساست که باعث عفونت در دستگاه یدجد یروسو یک 19-یدکوو مقدمه:

 یه مختلف ر هاییمارینظارت بر ب یبرا ینه سقفسه  یکسااشعه یر. تصاواست یافته  یش افزا ی جهان یرگهمه یماریب  یک یاس روزانه در مق

 است.   استفاده شده  19-یدکوو  یمارینظارت بر ب  ی برا  یراًبوده و اخ  یدمف

 است که در مرحله   بهره گرفته شده  یاچند مرحله  یندفرآ  یک از    x  یرتصاو  ی از رو  19-یدکوو  یپژوهش جهت بازشناس  یندر ا  روش: 

 باشد، یم  ینهادیشگام روش پ  ین ترها صورت گرفته است. در گام دوم که مهمداده  ی رو  ی با هدف نرمال ساز  پردازش یشپ  یات نخست عمل
 یات صورت گرفته است. بعد از عمل  عمیقیادگیری  ی هابراساس شبکه  یژگی و  استخراج  یاتصورت گرفته است. عمل  یژگیو  استخراج  یاتعمل

بخش  ینمورد استفاده در ا  هاییتماست. الگور  بهره گرفته شده یر تصاو یبندجهت دسته  ماشینیادگیری  هاییتماز الگور   یژگی استخراج و
 اکثریت   یأبندها در گام چهارم براساس ردسته  ینا  یجنتا  .باشندیم  یمتصم و درخت  یههمسا  ترینیک نزد  یبان،بردار پشت  ینماش  هایگوریتمال

 . اندیدهگرد  یب ترک

 ه ک  باشندیم  F  یارکه شامل: دقت، صحت، فراخوان و مع  باشدیم  یبنددسته یپارامترها  ء پژوهش جز ینکاررفته در ابه  یپارامترها :نتایج

 آمده است.  دست به  93و    94،  92/ 25، 5/96  یرمقاد  یبترت به

، یر جدا پذ  یهعلاوه بر کاهش محاسبات توسط لا  یرا ز  باشدیم  یشنهادیپقبول روشقابل   یی کارا  دهندهنشان  ها یشآزما  یجنتا  گيري: نتيجه

 است.   دهیاستفاده گرد  یینها یجهدست آوردن نتبه یها برابه آن یدهبندها و وزندسته  یباز ترک

 

 یبنددسته  ین، ماش  یادگیری  یق،عم  یادگیری   ی هاشبکه  یژگی،، استخراج وxپرتو    یر ، تصاو19-یدکوو  ها:واژهكليد

 [
 D

O
I:

 1
0.

34
17

2/
jh

bm
i.2

02
3.

18
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jh
bm

i.c
om

 o
n 

20
26

-0
1-

31
 ]

 

                             2 / 14

https://dx.doi.org/10.34172/jhbmi.2023.18
http://dx.doi.org/10.34172/jhbmi.2023.18
https://jhbmi.com/article-1-733-fa.html


  يوكیگ و یئروستا  Xپرتو   یردر تصاو 19 یدكوو  يماريب يصتشخ

 

 124-111):2(10; 2023 Informatics Biomedical and Health of Journal 113 

 

 مقدمه
به  یقاتیجامعه تحق  ی،پزشک   یربرداری تصو  یستمرشد س  سمت  را 

داده  یماریب  بازشناسی  ی تهاجم یرغ   یهاروش [. 1] است  سوق 

تحل  یهاهداف تجز فر  ،ی پزشک  یرتصو  یلو  و    بازشناسی   یندآارائه 
  ی هاها و پزشکان است. دستگاهیولوژیستراد  یدرمان کارآمد برا

ا  ی پزشک  یربرداریتصو اشعه   Computed)  یکس،مانند 

Tomography) CTو  (Magnetic Resonance 

Imaging)  MRI  بی م اطلاعات  و    ی ناهنجار  یماری،توانند 
  یل دل مخرب ارائه دهند. به  یرصورت غ بدن انسان را به  یکآناتوم

ز تصاوداده  یادحجم  در  صداها  تداخل  و  پردازش    ی،پزشک  یرها 
[.  2] مهم است  یار ها بسثر از آنؤو استخراج اطلاعات م  یرتصاو

کرده   ی پزشک یدر کاربردها یادیکمک ز ی پزشک یرپردازش تصو
با   ی و جراح  یرثبت تصو  یر،تصو  یبندیمعنوان مثال، تقساست. به

   شود ی استفاده م  ی در درمان پزشک   یاطور گستردهبه   یرتصو  یتهدا

ا  یرتصاو  [.3،  4] س  یکساشعه  بررس   ینهقفسه  و  نظارت    یدر 
ر  یهایماریب ذات  یهمختلف  سل،  ر  یهالرمانند  التهاب  و    یهو 
ب  یهایماریب نقش  ماه دسامبر سال  5]  دارد  ایی سز همعده  [. در 

کرونا که هم اکنون با نام   یدنوپد  یروس( و1398  )آذر ماه  2019
  شود، ی م ی حاد تنفس یی و موجب نارسا شود ی شناخته م 19-یدکوو

چ ووهان  شهر  اول6]  گشت  یدارپد  یندر  ب  ین[.  از    یماری مورد 
در ووهان،    2019( در اواخر دسامبر سال  19-یدکرونا )کوو  یروسو

عمدتاً  چین و  شد  تنفس  شودی م  یدهد  گزارش  راه  بر    یر ثأت  ی که 

دهد  ی قرار م   یر ثتأ افراد آلوده را تحت  هاییهر  یجهو در نت  گذاردی م
ا7] به   یروسو  ین[.  زمان  آن  به    یافتهسرعت گسترش  از   یکو 
[، تعداد موارد و مرگ 8است ]  شده  یلتبد  ی جهان  یرگهمه  یماریب

 یکسا یر[. تصاو9]یابد ی م یشافزا وزانهمرتبط با آن هنوز ر یرو م
  ید [ مف10]  یهبر بافت ر  19-یداثرات کوو  یگیریپ  ی برا  ینهقفسه س

  یز ن  ینهقفسه س  یکساشعه ا  یرتصاو،  یجهاند. در نتشده  نشان داده

  یربرداری استفاده شود. تصو  19-یدکوو  بازشناسیممکن است در  
قفسه   ناسکی ت ی و س  ینهقفسه س  یکسمانند اشعه ا  یولوژیکی راد
برای م   ینهس به  ی تواند  کردن  اجدا  کنترل  و  آلوده  افراد    ین موقع 

توانند  ی م  ی راحت هها بیکتکن ین[. ا11باشد ] یدمف  یدمی اپ  یتوضع
راد اول   بازشناسیرا    19  یدکوو  یولوژیکی مشخصات    ین دهند. 

راد ا  یولوژیستانتخاب  س  یکساشعه   یشترب  یراز  ،است  ینهقفسه 

   [.12] مجهز هستند یکسا عهها به دستگاه اش یمارستانب
دارد کاه از   یق عم  یاادگیریبر    ی مبتن  ی مختلف  یکردهاایرو وجود 

اساتفاده    یماریب  بازشاناسای   یبرا ینهقفساه سا   یکساشاعه ا یرتصااو

  یشااابکه عصاااب  یدمدل جد یکو همکاران،   Kesimکنند.  ی م

 ی( را براConvolutional Neural Nnetworkکانولوشان )
 یک یساندگانارائه دادند. نو ینهاشاعه قفساه سا   یرتصاو  یبندطبقه

باا   CNN یهاامادل ینکاها  یالدلرا باه CNNسااااختاار کوچاک از  
بودند، توساعه  شاناخته شاده  ی عمل  یکاربردهامشاکلات موجود در  

   [.13دادند ]

Singh    ،یر تصاو  19-یدکوو  یماریب  یبنددسته  برایو همکاران  
ها،  کردند. آن یشنهادپ را  ینهس(  قفسهCT)  یوتریکامپ  ی توموگراف 

  یماران ب  یبندطبقه ی ( براCNNکانولوشن ) یشبکه عصب یکاز 

کوو به  آلوده  به  19-یدآلوده  افراد  استفاده    یرغ  یاعنوان  آلوده 
با استفاده از تکامل    CNN  یهاول   یپارامترها  ین، اند. علاوه بر اکرده
 Multi  Objective Differential)  چندهدفه  ی افتراق

Evolution)  MODE یشوند. مجموعه داده آموزش ی م  یمتنظ  
استفاده قرار  مورد    19-یدکوو  یماری ب  یبنددستهساخت مدل    یبرا
بهتر    یشنهادینشان داد که مدل پ  یگسترده تجرب  یج نتاو    گیردی م

  ی بندطبقه  یبرا  یشنهادیمدل پ  ینبنابرا  ،است  ی رقابت  یهااز مدل 
قفسه   اسکنتی ی س   یراز تصاو  ی در زمان واقع   19-یدکوو  یماریب

 [. 14است ] یدمف ینهس

Hu    ،همکاران ضع  یق عم  یادگیری  یاستراتژ  یکو    یف نظارت 
کوو  یبندو طبقه  بازشناسی   یبرا  CT  یراز تصاو  19-یدعفونت 

  ی گذارتواند الزامات برچسبی م  یشنهادی کردند. روش پ  یشنهادپ

برساند  CT  یرتصاو  ی دست  حداقل  به  به    ؛را  قادر  همچنان  اما 
و    یقدق   بازشناسی غ   19-یدکوو  بازشناسیعفونت  مورد    یر از 

را   19-یدتوانست موارد کوو یشنهادی است. چارچوب پ 19-یدکوو

دقبه ب   یق طور   Community Acquired)  یماراناز 

Pneumonia)  CAP  و  (Non-Pneumonia )NP 
موقع  ین همچن  دهد.  بازشناسی   یا   یعاتضا  یق دق   یتتوانست 

تواند ی م  ینرا مشخص کند، بنابرا  19-یداز کوو  ی ناش  یهاالتهاب
توصبه بالقوه  ب  یی هایهطور  شدت  مورد    ییراهنما  یبرا  یماردر 

اند که مدل  نشان داده یسازیهشب یجو درمان ارائه دهد. نتا یابی ارز
 Area Under The Receiver)  دقت، صحت وبه  یشنهادیپ

Operating Characteristic Curve) AUC    ی برا یی بالا  

  بازشناسی  یکننده برایدوارام  یفی تجسم ک  ینو همچن  یبندطبقه
 [.    15است ] یافتهدست  یعاتضا

Abbas  همکاران  Decompose, Transfer, and)  و 

Compose) DeTraCیقعم  یادگیری  یمعمار  یک  CNN    را
-یدکوو  یرتصاو  یبندطبقه   یکلاس برا  یهروش تجز  یککه به  

تصاو  یکدر    19 از  جامع  داده  است،    ی متک  CXR  یرمجموعه 
کردند.   قوؤم  یهاحلراه  DeTraCاقتباس  و    ی برا  یثر 
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  نظمیی مقابله با ب  یآن برا  یی و توانا  19-یدموارد کوو  یبنددسته
محدود تعداد  و  تصاو  یداده  آن  ی آموزش   یراز  داد.  نشان  ها  را 

DeTraC  مدل با  د  یهارا  آموزش  عصب   یدهمختلف    یشبکه 
جا بالاتر  یی کانولوشن،  توسط    ینکه  در    VGG19دقت 

DeTraC  تدستهب نتا  ییدأآمده،    ییتوانا  یسازیهشب  یج کردند. 

DeTraC   مجموعه داده   یکاز  19- یدموارد کوو بازشناسی را در
جمع   یریتصو چند  یآورجامع  از  سراسر    یمارستانب  ینشده  در 

درصد(   100  یت درصد )با حساس  93/ 1  ی جهان نشان داد. دقت بالا

از   19-یدکوو یکساشعه ا یرتصاو بازشناسیدر   DeTraCتوسط 
 [.  16دست آمد ]هب یدو شد  یعی طب یموارد سندرم حاد تنفس

Makris  و همکاران،  از    یروسو  استفاده  با  را  مدل   یککرونا 

داده  یی شناسا  کانولوشن  یق عم  یادگیری مجموعه    ی هاکردند. 
و  هاآن اشعه    یرو تصاو  یهالرکرونا، ذات  یروسشامل سه کلاس 

داده با استفاده از    ی هاپژوهش، کلاس  ین است. در ا  یعیطب  یکسا

که با    یری پردازش و تصاویشعنوان مرحله پبه  ی رنگ فاز  یکتکن
  ی، شدند. در مرحله بعد  یبودند، بازسازیافتهساختار    ی اصل  یرتصاو

با   شده  انباشته  داده    یقعم  یادگیری  یهامدل مجموعه 

(MobileNetV2  ،SqueezeNet  و شد  داده  آموزش   )
از روش    ستفادهها با اآمده توسط مدلدستهب  هاییژگی مجموعه و

آن،    Mimic  یاجتماع  یسازینهبه از  پس  شد.  پردازش 

ماش  های یژگی و از  استفاده  با  پشت  هایینکارآمد    یبان بردار 
(Support Vector Machines)  SVM  ی بندو دسته  یبترک  

برابر   یشنهادی پ یکرد آمده با رودستبه یبنددسته  ی شدند. نرخ کل

رو  درصد  27/99با   با  بد  ین ا  یشنهادیپ  یکرد بود.    یهیپژوهش، 
  ماریایب یناساازشابدر   ؤثرطور متواند بهی دل مام یناست که ا

  [.17باشد ] نقش داشته 19-یدکوو 

Roy  ی نوآورانه را برا  یقعم  یادگیریچارچوب    و همکاران یک  
.  دادندارائه  یادگیری بر اساس انتقال  19- یدکوو یماریب یصتشخ
است   استفاده شده یچشی پ یشبکه عصب  یروش، از معمار یندر ا

شبکه از  رو  یدهد  آموزش یشپ  یهاکه  بر    های یتاستد  یشده 
  یبهبود قابل توجه  یادگیریانتقال    ین. اکندی استفاده م  یگربزرگ د

 [. 19]  داشته است یماری ب یصدر دقت تشخ

Farooq    وHafeez،  ناام    یق عم  یاادگیریچاارچوب    یاک باا 
COVID-ResNet  از   19-یاادکوو  یماااریب  یغربااالگر  یبرا

چارچوب، در مرحله اول،  ینادر  . کردندارائه   یوگرافی راد یرتصاااو

مورد    پردازشیشپ  یهابا اسااتفاده از روش  یوگرافی راد یرتصاااو
با   ResNet  ی . سااپس، شاابکه عصاابگیرندی قرار م  یسااازآماده
 یرتا بتواند تصاااو  شااودی م  چندکلاسااه آموزش داده  یبندطبقه

)ماانناد    19-کوویاد  غیرو    19-کوویادرا باه دو دساااتاه    یوگرافی راد
از نکات قابل توجه  یکی ، ک کندی( تفکیعاد  ی تنفسا   یهاعفونت

جهت بهبود    ساااازیینهبه  یهااساااتفاده از روش پژوهش یندر ا

  Adam  ساازیینهبه یتماز الگور یساندگانعملکرد شابکه اسات. نو

  های یکو تکن  ی انطباق  هاییانگراد  یبکه با ترک کنندی اساتفاده م
   [.20] کندی کمک م  19-یص کوویددقت بالاتر در تشخبه یگر،د

این   ماا  پژوهشدر  نو  یاک،   یصتشاااخ  یبرا  ی و علم  ینروش 
  یروش، از مراحل مختلف  ین. در ادهیمی ارائه م 19-یدکوو یماریب

 استخراج شود. X  یراز تصاو  یدتا اطلاعات مف  شودی استفاده م
های پیشین در حوزه شناسایی بیماری  روش  1همچنین در جدول  

مطاالعاه قرار گرفتاه و مبتنی بر یاادگیری عمیق  مورد    19-کوویاد

 شرح داده شده است.

 

 
 هاي پيشين مروري بر روش :1 جدول

 معایب  مزایا روش پيشنهادي  منبع شماره 

[13] 
  یبنددسته  یکانولوشن را برا  یعصب شبکه یدمدل جد یک

 . ارائه دادند ینهس قفسه اشعه یرتصو 
ساختار کوچک  توسعه یک
 CNNاز 

 گیر افتادن در بهینگی محلی

[14] 

  یبنددسته  یبرا 19 یدکوو یماریب یبنددستهمدل  یک
 ینهسقفسه یوتریکامپ  یتوموگراف  یرمبتلا از تصاو یمارانب

 . کردند یشنهادپ

 یرتصاو یبندطبقه   توانایی
ینه با  قفسه ساسکن تیی س

 دقت بالا 
 گیر افتادن در بهینگی محلی

[15] 

 یبرا  یفنظارت ضع یقعم یادگیری یاستراتژ یک
  CT یراز تصاو 19 یدعفونت کوو یبندو طبقه  بازشناسی

 کردند.  یشنهادپ

 بالا AUCصحت و  دقت،
 یعات ضا بازشناسی یبرا 

 جداگانهی هابرش  یها را رو شبکه
 اند آموزش داده (یر)تصاو

[16] 

روش  یکرا که به  CNN یقعم یادگیری یمعمار یک
 یکدر  19 یدکوو یرتصاو یبندطبقه   یکلاس برا یهتجز 

 .است یمتک CXR یرمجموعه داده جامع از تصاو

  درصد 1/93 یدقت بالا 
 های بزرگ عدم ارزیابی روی داده روش پیشنهادی
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 )ادامه(  هاي پيشينروشمروري بر  :1جدول 

[17] 
 یق،عم یادگیریمدل  یککرونا را با استفاده از  یروس و

  ییاست، شناسا یهوش مصنوع یهاشاخه  یراز ز یکیکه 
 کردند. 

  بازشناسیدر  ؤثرمتوانایی 
 19 یدکوو یماریب

های بیشتر و  عدم ارزیابی روی داده
 های بیشتر همچنین معماری 

[19] 
چارچوب یادگیری عمیق براساس یادگیری  ارائه یک 

 انتقالی 
های  آموزش مدل روی داده

 بزرگ 
 دقت پایین در تصاویر با پیچیدگی بالا 

[20] 
و بهبود   Resnetارائه یک چارچوب مبتنی بر معماری 

 Adamآن توسط الگوریتم 
بهینه  استفاده از الگوریتم

 Adamسازی 
های کم آموزش و احتمال بیش داده 

 برازش مدل پیشنهادی

 

 روش  
از   x یرتصاو یاز رو  19-یدکوو  بازشناسی پژوهش جهت   یندر ا

مراحل در شاکل  ینبهره گرفته شاد که ا یاچند مرحله یندفرآ یک
 است. یدهگرد یانب  1

 

 
 يشنهادي مراحل روش پ :1کل ش

 
است، روش پیشنهادی    شده  نشان داده  1  طور که در شکل همان

نخست عملیات    است که در مرحله  از پنج مرحله تشکیل گردیده

دادهپیش مرحله عملیات  گرفت  ها صورتپردازش روی  این  در   .
سازی تصاویر از نظر مقدار  سازی تصاویر از نظر ابعاد، نرمالیکسان 

تقسیم داده و  به  تصاویر  صورتبندی  آزمایش  و  آموزش   های 

مهمگرفت که  در گام دوم  می .  پیشنهادی  باشد،  ترین گام روش 
. عملیات استخراج ویژگی  گرفت  عملیات استخراج ویژگی صورت

گیرد. بعد از عملیات  می   های یادگیری عمیق صورت براساس شبکه

بندی  های یادگیری ماشین جهت دستهاستخراج ویژگی از الگوریتم
های مورد استفاده در این بخش  . الگوریتمشد  تصاویر بهره گرفته

و درخت    یههمسا  ترینیکنزد  یبان،پشت   بردارینماش  هاییتمالگور

ی  أها در گام چهارم براساس ربنددستهباشد. نتایج این تصمیم می 
گردند و در نهایت براساس معیارهای ارزیابی  اکثریت ترکیب می 

 گردند.  نتایج گزارش می 

 مجموعه داده 

بیمار مورد بررسی و ارزیابی قرار   380  سینه در این پژوهش قفسه
را    19-یدومورد شامل بیمارانی است که مشکل کو  200که   گرفت

و   کو  180ندارند  دارای  همچنین  [18]  باشندمی   19-یدوبیمار   .

داده بهتوزیع  این مجموعه  چالشهای  بوده و  نرمال  های صورت 
تصاویر مربوط  ای از  نمونه  7مختلفی را در برگرفته است. در شکل 

 است.  افراد سالم و بیمار آورده شده سینه به قفسه
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 مجموعه داده تصاویر موجود در   :7شکل 

 پردازش پيش 
 است. شده پردازش نشان دادهعملیات پیش  2در شکل 

 

 
 پردازش پيش مراحل  :2 ل کش

 
باشاد. در  ها می کارگیری روش پیشانهادی، بهبود دادهههدف از ب

سااازی  سااازی تصاااویر، نرمالاین بخش عملیاتی نظیر یکسااان
 گیرد.  می  ها صورتبندی دادهتصاویر و تقسیم

 یر تصاو   سازيیکسان

باشد. از آنجایی  سازی اندازه تصاویر می هدف از این بخش یکسان
اندازه دارای  داده  مجموعه  تصاویر  می که  متفاوتی  باشد،  های 

یکسان ویژگی عملیات  بردار  داشتن  برای  تصاویر  های  سازی 
صورت تصاویر  روی  این  می   یکسان  در  که  آنجایی  از  گیرد. 

شبکه توسط  ویژگی  استخراج  عملیات  یادگیری  پژوهش  های 

گیرد. برای جلوگیری از رفع خطا و مشکل در  می   عمیق صورت

شبکه همهکارکرد  ابعاد  عمیق،  یادگیری  یکسان    های  تصاویر 
 گردند.  می 

 یر تصاو  سازي مقادیرنرمال

های یادگیری عمیق که برای  های مهم در شبکهیکی از بخش 
شبکه این  پیچیدگی  می کاهش  قرار  استفاده  مورد  گیرد؛  ها 

باشد.  سازی روی مقادیر تصاویر می گیری از عملیات نرمالبهره
بهره گرفته  1 سازی مقادیر از رابطهدر این پژوهش جهت نرمال

 شد.

 
(1) 

𝑋𝑁𝑜𝑟𝑚 =  
𝑋 − 𝑎

𝑏 − 𝑎
∗ (𝑑 − 𝑐) + 𝑐 

 

بیانگر   𝑋شاده تصااویر، بیانگر مقدار نرمال  𝑋𝑁𝑜𝑟𝑚 1 در رابطه

بیاانگر حداقل   𝑎ساااازی،  مقادار تصااااویر قبال از عملیاات نرمال

بیانگر حداکثر مقدار   𝑏سازی، مقدار تصویر قبل از عملیات نرمال

بیاانگر حاداقال مقادار  𝑐ساااازی،  تصااااویر قبال از عملیاات نرماال
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بیانگر حداکثر مقدار   𝑑ساااازی و تصااااویر بعد از عملیات نرمال
 باشد.سازی می تصاویر بعد از عملیات نرمال

 یر تصاوبندي  تقسيم 

بندی تصاااویر به دو بخش آموزش و  هدف از این بخش تقساایم

آموزش جهات یاافتن الگوهاای    یهاابااشاااد. از دادهآزماایش می 
های آزمایش جهت ارزیابی  گردد و از دادهیادگیری اساااتفاده می 

گردد. در این پژوهش جهت  اساتفاده می مدل آموزش داده شاده  

. در این گردیدها از روش تصااادفی اسااتفاده  بندی دادهتقساایم

های آموزش و آزمایش به داده  30به    70ها با درصااد روش داده
های  ها جز دادهدرصاد داده  70که در این حالت   شادندبندی دساته

 باشند.های آزمایش می داده ءها جزدرصد داده  30آموزش و 

 استخراج ویژگی 

هاای مهم روش پیشااانهاادی اساااتخراج ویژگی  یکی از بخش
های یادگیری  باشد. جهت استخراج ویژگی از تصاویر از شبکهمی 

 .  (3)شکل   شد  عمیق بهره گرفته

 

 
 یادگيري عميق  عماري شبکه م :3 ل کش

 
اساات، جهت انجام    شااده نشااان داده  3طور که در شااکل   همان

گردد که در ادامه بیان  عملیات اسااتخراج ویژگی زیر اسااتفاده می 

 است. گردیده

 (Separable Layerکانولوشن ) لایه •

 (Max Poolingادغام ) لایه •

 (Fully Connected Layerمتصل ) تماماً لایه •

 
های یادگیری عمیق  گردیده در بالا، شابکههای بیان  علاوه بر لایه

 در زیراساات که اسااامی آن  از اجزای دیگری نیز تشااکیل گردیده

 است. بیان گردیده

 (ReLU Functionتابع محدودیت ) •

 (Drop Outکننده اتصالات )قطع و وصل •

 (Soft Maxبند )تابع دسته •

 (Adam Algorithmالگوریتم یادگیری وزن ) •

 (Loss Functionاصلاح وزن )الگوریتم  •

رفته در شبکهه  ب  ترین لایهمهم  های یادگیری عمیق به لایهکار 

ها را بر  استخراج ویژگی   زیرا این لایه وظیفه  ؛گرددمی رکانولوشن ب 
لایه از  ویژگی  استخراج  جهت  پژوهش  این  در  دارد.   عهده 

Separable  کانولوشن    نسبت به لایه بهره گرفته شد که این لایه
عمده تفاوت  عملیات  معمولی  لایه  این  در  دارد.  محاسبات  در  ای 

فیلترها    استخراج ویژگی همانند لایه از طریق  معمولی  کانولوشن 

می هب می دست  هویدا  جایی  تفاوت  لایهآید.  که  کانولوشن    شود 
  ، گیردمعمولی از ضرب ماتریس ورودی در ماتریس فیلتر انجام می 

ابتدا ماتریس فیلتر به دو ماتریس تجزیه    Separable ولی در لایه

ماتریس ورودی ضرب می  فیلتر در  ماتریس  از تجزیه  بعد  و  گردد 
 . (3شکل  )گردد می 

 

 
 Separableهاي كانولوشن معمولی و محاسبات در شبکه  :4کل ش
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شکلهمان در  که  داده  4  طور  لایه    شده  نشان  در  است، 
Separable  گاه   گردد و آنمی  لایه ماسک به دو بخش تقسیم

می  اعمال  تصویر  در  روی  محاسبات  گردد.  میزان  حالت  این 
می  پیدا  سرعت  کاهش  افزایش  باعث  محاسبات  کاهش  کند. 

گردد. همچنین  های یادگیری عمیق در یافتن الگوها می الگوریتم

وزن تعداد  حالت  این  بدر  جهت  پیدا  هها  کاهش  نیز  روزرسانی 
ها باعث کاهش پیچیدگی سیستم  های شبکهکند. کاهش وزنمی 

کند.  گردد از همین رو کارایی شبکه نیز افزایش پیدا می نیز می 

برای کاهش   Separable لایهبعد از استخراج ویژگی توسط  

لایهویژگی  از  می نمونه   ها،  استفاده  لایهبرداری   گردد. 

برداری به دو صورت میانگین و ماکزیمم مورد استفاده قرار  نمونه

ویژگی می  ماکزیمم  حالت  در  سراسری  گیرد.  استخراج  های 
ویژگی   ، گرددمی  میانگین  روش  در  تصویر  ولی  محلی  های 

می  برای  استخراج  ماکزیمم  روش  از  پژوهش  این  در  گردد. 

می نمونه استفاده  نمونهبرداری  عملیات  از  بعد  برداری،  گردد. 

متصل به بردارهای ویژگی    تماماً  های ورودی توسط لایهماتریس
های یادگیری  شبکه گردند. برای محدود کردن خروجی تبدیل می 

می  استفاده  محدودیت  تابع  از  محدودیت  عمیق  تابع  گردد. 
شود و وظیفه آن تغییر مقادیر  عنوان تابع انتقال نیز شناخته می به

می  شبکه  مهمخروجی  از  باشد.  جلوگیری  کار  این  مزیت  ترین 

 باشد.همگرایی سریع الگوریتم می 

 يبنددسته

 ترین همساایهنزدیک  بنددساتهی از ساه بنددساتهجهت عملیات  
اساتفاده   [29]ن  و ماشاین بردار پشاتیبا [31] ، درخت تصامیم[30]

باشند  فردی می ههای منحصرب. هر سه الگوریتم دارای ویژگی شد

عنوان یک الگوریتم ترین همساایه بهبرای مثال الگوریتم نزدیک
معیار فاصاله  ها از بندی دادهشاود و برای دساتهتنبل شاناخته می 

با اساااتفااده می  معیاار  این الگوریتم برای  ه  کناد.  کاار رفتاه در 

آن   باشاد که رابطهاقلیدسای می  ها، معیار فاصالهبندی دادهدساته
 است. در ادامه بیان گردیده

 
(2 ) 

𝐸𝐷(𝑖, 𝑗) = √∑(𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑘 − 𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑗𝑘)2

𝑑𝑖𝑚

𝑘=1

 

 

,𝐸𝐷(𝑖 2 در رابطه 𝑗)  اقلیدساای بین نمونه   بیانگر فاصاالهi ام و

ام،  kام در بعُاد  i  بیاانگر مقادار نموناه  𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑘ام،  j  نموناه

𝐼𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑗𝑘  مقادار نموناه   𝑑𝑖𝑚ام و  kام در بعُاد  j  بیاانگر 
 باشد.  بیانگر تعداد ویژگی می 

ها از معیارهای  بندی نمونهالگوریتم درخت تصاامیم برای دسااته

کار رفته در این الگوریتم معیار  ه کند. معیار بآماری اساااتفاده می 
اطلاعات شااامل میزان اهمیت هر   باشااد. بهرهاطلاعات می  بهره

این معیار آورده    3 باشاد. در رابطهها می بندی دادهویژگی در دساته
 است. شده

 

(3)  𝐼𝐺(𝑓) = 𝐸(𝐷) − 𝐸𝑓(𝐷) 

 

 𝐸(𝐷)ام،  fاطلاعاات ویژگی    بیاانگر بهره  𝐼𝐺(𝑓)  3در رابطاه  

مجموعاه داده،   آنتروپی  آنتروپی ویژگی    𝐸𝑓(𝐷)بیاانگر  بیاانگر 

f باشاااد. که در ادامه روابط آنتروپی آورده ام در مجموعه داده می
 است. شده

 

(4) 𝐸(𝐷) = − ∑ 𝑃𝑖 × 𝑙𝑜𝑔2(𝑃𝑖)

𝑐

𝑖=1

 

(5) 𝐸𝑓(𝐷) = ∑
|𝐷𝑗|

|𝐷|

𝑣

𝑗=1

× 𝐸(𝐷𝑗) 
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هایی است که به کلاس  بیانگر احتمال تعداد نمونه 𝑃𝑖  4 در رابطه

i  ،ام تعلق دارند|𝐷| های مجموعه داده و  بیانگر کل نمونه|𝐷𝑗| 

 ام تعلق دارند. jهایی است که به کلاس بیانگر تعداد نمونه
ها از روابط  بندی دادهپشتیبان جهت دسته بردار الگوریتم ماشین

استفاده می  مهمریاضی  ماشینکند.  الگوریتم  مزیت   بردار ترین 

می  حاشیه  بردارهای  ایجاد  به پشتیبان  حاشیه  بردارهای  باشد. 
ها  گردد و نمونهها ایجاد می بین کلاسشود که  می   ی گفتهیبردارها

نماید. در الگوریتم ماشین  بندی می های مختلف دستهرا به کلاس

شترین فاصله را  اگردد که بیتخاب می اای انبردار پشتیبان حاشیه

 باشد.   های هر کلاس داشتهنسبت به نمونه

 ي بنددستهتركيب  

ماشاین    بنددساتهها از ساه بندی نمونهدر این پژوهش جهت دساته
ترین همساایه بهره گرفته  بردار پشاتیبان، درخت تصامیم و نزدیک

ی أدساات آوردن نتایج نهایی از روش رهشااد از همین رو برای ب
عنوان کلاس  ی اکثریت کلاسی بهأگردد. در راکثریت استفاده می 
ی را آورده باشاد. در شاکل أگردد که بیشاتری رنهایی انتخاب می 

 است. شده این عملیات نشان داده  6
 

 
 ي اكثریت أر :5 ل کش

 

 صورت زیر خواهد بود: به 6برای مثال نتایج روش پیشنهادی برای شکل 

  

 
ها  بنددستهاست، نتایج    شده  نشان داده  6طور که در شکل    همان

برای درخت تصمیم برابر  ید،  وبرای ماشین بردار پشتیبان برابر کو

وید شناسایی  وترین همسایه برابر غیر کولی برای نزدیک  ،ویدوک
   باشد.ید می نهایی برابر کوو است. بنابراین نتیجهشده

گیرد، بخش یکی از مباحثی که در این بخش مورد توجه قرار می 

باشد. در مواردی که پیچیدگی تصاویر  بندها می دهی به طبقهوزن

باشد، طبقه  مناسب  سه  می هر  بهبند  عملیات  توانند  درستی 
  ها یژگی و  یدمورد استفاده با  یرتصاو  یعنی   بندی را انجام دهند.طبقه

  یات عمل   ی خوبو به  ی درست باشند تا بتوان به  را داشته  یکاف  یات و جزئ
  یعنی  هستند  یچیدهپ  یرکه تصاو  یرا انجام داد. در موارد  یبندطبقه
تداخل و    ی،تار یز،مانند نو یموارد خاص یاها کم است آن یاتجزئ

اسکه  دارند،    یرهغ برخ  تممکن  الگور  ی عملکرد    های یتماز 

Svm: Covid 

Tree: Covid 

KNN: Not Covid 

    آزمایش  بندها براي تصاویرنتایج دسته  :6 شکل 
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  ی بندطبقه  هاییتمجمله الگور  از  .یردقرار گ   یرتأثتحت  یبندطبقه
ماش  متن،  پشت   یناشاره شده در  داراSVM)  یبان بردار  دقت    ی( 

استفاده از    یل دل. بهباشدی م  یچیدهپ  یردر مواجهه با تصاو  یشتریب
  تواند ی م یتم الگور ین ، اSVMدر  یاضیر و پشتوانه یاضیروش ر

  سبت ن  یبهتر عمل کند و عملکرد بهتر  یرتصاو  هاییچیدگی با پ

 باشد.  داشته یبندطبقههای یتمالگور یربه سا
بندها برای  های تخصیص داده شده به طبقهدلیل وزنبه همین  

 ترین همسایه، درخت تصمیم و ماشین بردار بندهای نزدیکطبقه

باشد که ماشین بردار پشتیبان  می  2و   1، 1ترتیب برابر  پشتیبان به
زیرا که این الگوریتم    ، بیشترین وزن را به خود اختصاص داده است

  در مواجه با تصاویر با پیچیدگی بالاتر دقت بهتری از خود نشان 
 دهد. می 

 

 نتایج 

 پارامترهاي ارزیابی 

با  جزه  پاارامترهاای  پژوهش  این  در  رفتاه  پاارامترهاای    ءکاار 

محاسابه   ریختگی درهمباشاد که توساط ماتریس بندی می دساته
 شااده  نشااان داده  ریختگی درهمماتریس   8گردد. در شااکل  می 

 .است

 

 
 ریختگی درهم  یسماتر :8 ل کش

 

بیانگر تعداد بیمارانی اسات    TP (True Positive)، 8 در شاکل
هاا ساااالم بوده و روش پیشااانهاادی نیز  آن آزماایش  کاه نتیجاه

 False)  داده اسات.  بازشاناسای ها را ساالم  درساتی کلاس آنبه

Positive) FP  آزمایش  بیاانگر تعاداد بیماارانی اسااات که نتیجاه
اسات ولی روش پیشانهادی  شادهداده  بازشاناسای   19-یدوها کوآن
 False)  داده اسات.    بازشاناسای ها را ساالم  اشاتباه کلاس آنبه

Negative) FN آزمایش  بیانگر تعداد بیمارانی اساات که نتیجه
ولی روش پیشاانهادی   ،اساات  شاادهداده  بازشااناساای ها سااالم  آن
 داده اساات و  بازشااناساای   19-یدوها را کواشااتباه کلاس آنبه

(True Negative)  TN  بیانگر تعداد بیمارانی اساات که نتیجه 
درسااتی  بوده و روش پیشاانهادی نیز به  19-ها کوویدآزمایش آن
 داده است.  بازشناسی   19-یدوها را کوکلاس آن

 یماریب  ی در بازشاناسا   یشانهادیعملکرد روش پ  یابی ارز یبرا حال

ابی ایارز یترهااوعه پارامامجم یک، از  X یراز تصاو  19-یدوواک

(، صاحت Accuracyپارامترها شاامل دقت ) ین. اشاداساتفاده   

(Precisionبازخوان ،) ی  (Recall و )F1-score که    باشند،ی م
 .گردندی محاسبه م  یختگی ردرهم یساز ماتر  هبا استفاد

)  معیار نشانAccuracyدقت  درصد  دهدی م  (  چه  از    یکه 
تعلق    یحصح  یبندبه دسته  ی درست داده شده به  یصتشخ  یهانمونه

مع )  یاردارند.  نمونهPrecisionصحت  تعداد  نسبت  است    یی ها( 
به  تشخ  یکبه    ی درستکه  مثبت  بهشده  داده  یصدسته  کل    اند 

اند را  شده  ادهد  یصکه به آن دسته مثبت تشخ  یی هاتعداد نمونه

( نسبت تعداد  Recall)  یبازخوان  یارمع   ین،. همچندهدی م  یشنما
به   یی هانمونه که  تشخ  یکبه    ی درستاست  مثبت    یص دسته 
که در واقع به آن دسته مثبت    ییهاکل تعداد نمونهاند به شدهداده

 یارکه مع  F1-score  یارمع  یت،. در نهادهدی م  یشهستند را نما
بازخوان  یبیترک و  برا  یاز صحت  جامع عملکرد    یابیارز  یاست، 

 . گیردی مورد استفاده قرار م  یشنهادی روش پ
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(6) 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
∗ 100 

(7) 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
∗ 100 

(8) 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
∗ 100 

(9) 𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
∗ 100 

 

 

 

 

ا  با از  ماتر  یناستفاده  و  عملکرد    یختگی،ردرهم  یسپارامترها 

-X یراز تصاو 19-یدکوو یماریب  ی در بازشناس  یشنهادیروش پ

ray   پارامترها اطلاعات    ین. اشودی م  یابی و جامع ارز  یق طور دقبه
و    دهندی روش را ارائه م  یصدر مورد قدرت تشخ  یفیو ک  ی کم

لازم در روش   یبهبودها ات کنندی به محققان و پزشکان کمک م
تصم  یشنهادیپ در  و  دهند  بهتر    ینی بال   هایگیرییمانجام 

 کنند. یی راهنما

 گيريبحث و نتيجه
در این بخش نتاایج روش پیشااانهاادی باا نتاایج بیاان گردیاده در  

براساااس معیارهای ارزیابی    Şengür  [18]و Ismael مطالعه
کاه این نتاایج در جادول  مورد مقاایساااه قرار می  آورده    2گیرد 

 است.  شده

 

 
 Şengür  [18 ]و  Ismael در مطالعههاي بيان گردیده نتایج روش پيشنهادي با روش  :2جدول 

 

 

 

 

اساات، کارایی روش  شااده  نشااان داده  2طور که در جدول همان
  Ismael  مطالعه های بیان گردیده درپیشانهادی نسابت به روش

های  باشاااد. در این مطالعه از روشبیشاااتر می  Şengür  [18]و

زیر  مختلفی جهت نشااان دادن برتری روش پیشاانهادی از رابطه
 شد:  بهره گرفته

 

 

 

 مدل شبکه عصبی عميق  روش مورد استفاده 

SVM ResNet18 ResNet50 ResNet101 VGG16 VGG19 

 4/88 5/89 4/88 7/94 3/86 کرنل خطی

 4/87 5/89 5/89 6/91 4/87 کرنل درجه دوم 

 5/89 5/90 6/91 5/90 5/89 کرنل مکعبی

 4/87 5/89 4/88 7/93 3/86 گرنل گوسی

 Fمعيار  بازخوانی  صحت دقت 

 93 94 25/92 50/96 بندها(دهی به دستهروش پیشنهادی ما )بدون وزن

 95 96 95 50/97 بندها(دهی به دستهروش پیشنهادی ما )با وزن
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(10) 
𝑊𝑅 =

𝐴𝐶𝐶𝑂𝑢𝑟 − 𝐴𝐶𝐶𝑃𝑟𝑒𝑑𝑖𝑐𝑡

𝐴𝐶𝐶𝑂𝑢𝑟

∗ 100 

بیانگر میزان برتری روش پیشنهادی نسبت  𝑊𝑅،  10 در رابطه

این بیانگر دقت روش پیشاانهادی  𝐴𝐶𝐶𝑂𝑢𝑟روش ارزیابی،  به

 باشد.  بیانگر دقت روش ارزیابی می  𝐴𝐶𝐶𝑃𝑟𝑒𝑑𝑖𝑐𝑡و   پژوهش
در   ی بهبود قابل توجه   یشنهادینشان داده است که روش پ   یجنتا

به روش نسبت  به  ی قبل  یهادقت  است.  مثال، در  داشته  عنوان 
شبکه   یسهمقا روش   یه،لا  101و    50،  18با    Resnet  یهابا 

برتر  9/4و    5،  7  یبترتبه  یشنهادیپ است.    یدرصد  داشته 
  یب ترته، به یلا  19و   16با    VGG  یهانسبت به شبکه  ین،همچن

 داشته است.  یزن  یدرصد برتر 7و  6

درجه   با هسته یبانبردار پشت ین است که ماش یناز ا ی حاک  نتایج
به ارمغان    یگرد  یهارا نسبت به روش  یج نتا  ین سوم )مکعب( بهتر

  یر با سا  یسهدر مقا  یبان بردار پشت  یناست. عملکرد بهتر ماش  آورده

الگورشبکه و  ر  ها،یتمها  قدرت  از  در    یتمالگور  ینا  یاضی نشان 
 . دهدی م  19- یدکوو یرتصاو یبازشناس

انجام    ی ها، تلاش2بخش دوم جدول    یل با توجه به تحل همچنین  

نشان مرحله وزن  داد  شده  کردن  اضافه  بندها  به طبقه  ی دهکه 
مرتبط با   یرتصاو یی و شناسا یصمنجر به بهبود عملکرد در تشخ

از دقت بهتر نسبت به    یحاک  یج نتا  ین، . همچنشودی م   19-یدکوو
ا  یقبل  یهاروش که  ب  یناست    یص تخص  یلدل هبهبود عملکرد 
صورت گرفته است.    یبانبردار پشت  ینماش   یتمبه الگور  یشتروزن ب

ا به  ضرور  ینتوجه  الگور  ینکته  که  بردار    ینماش   یتماست 
خاص خود، قادر به بهبود دقت در    یاضی ر  یتقابل   یلدلبه  یبانپشت

رو، بهبود عملکرد و دقت    یناست. از ا  تریچیدهپ   یرمقابل تصاو

 . شودی مشاهده م یقبل  یهاروش با یسهبالاتر در مقا
ا برا  یندر  طر  19- یدکوو  یماریب   ی بازشناس   یپژوهش،    یقاز 

مرحله  یندفرآ  یک،  X-ray  یرتصاو قرار    یاچند  استفاده  مورد 

ا است.  اصل  یندفرآ  ینگرفته  فاز  چهار  شامل    ی شامل 
بندها  دسته  یبو ترک  یبنددسته  یژگی،استخراج و  پردازش،یشپ
  یقعم  یادگیری  یهااز شبکه  یژگی،بخش استخراج و  در  .باشدی م

  Separable  هاییهاستفاده شد. لا  Separable  هاییهبا لا

پ   یک عمل   ی برا  یشرفتهروش  که    یات انجام  هستند  کانولوشن 
  یقعم  یادگیری   یهادر عملکرد مدل  ی بهبود قابل توجه  توانندی م

ا  داشته پار  هایهلا  ینباشند.  تعداد  کاهش  و محاسبات    امترهابا 
  نتایج  .کنندی ها را فراهم ممدل  یی بهبود سرعت و کارا یاز،مورد ن

ا  هاییشآزما در  شده  کارآمد  ینانجام  قدرت   یپژوهش،  و 
پ  یبالا  یصتشخ تأ  یشنهادی روش  از  کنندی م   ییدرا  استفاده   .

به    Separable  هاییه لا توان  منجر  و  محاسبات  کاهش 

که همچنان دقت و صحت    ی در حال  شود،ی م   یازمورد ن  ی محاسبات
م  یی بالا  یصتشخ ارائه  همچندهدی را    بندها تهدس   یبترک  ین،. 

  یج در نتا  ی باعث بهبود قابل توجه  یبی،روش ترک  یکعنوان  به

بندها  از قدرت تمام دسته  ینه استفاده به  یت و قابل   شود ی م  یی نها
 . کندی فراهم مرا 
  یماری ب   یصدر تشخ  یپژوهش بهبود قابل توجه  ینا  یجه،نت   در

. با استفاده از  دهدی ارائه م  X-ray  یر تصاو  یقاز طر  19-یدکوو
  یو دقت، توان محاسبات  یی علاوه بر بهبود کارا یشنهادی،روش پ

م به   یابدی کاهش  کلکه  توجه  یایمزا  ی طور  ارائه    ی قابل  را در 
 دارد.  یماریب ینا یصتشخ یبرا یو کاربرد ی علم یراهکار

می پیشنهادی ارائه  زمینه  این  در  هم  از  شود،  هایی  استفاده 

بررس تریشرفتهپ   یق عم  یهاشبکه شبکه  ی :  از  استفاده    ی هاو 
شبکه  تر،یشرفتهپ  یقعم  یادگیری دانش    یهامانند  سفر  ترن 

(Transfer Learningشبکه و  توجه    مسیمکان  ی ها( 

(Attention Mechanismم ،) در    ی بهبود قابل توجه  تواندی
 ارائه دهد. یرتصاو یبنددقت و عملکرد دسته

م  یبترک د  توانی اطلاعات:  اطلاعات    یگریاطلاعات  مانند 

پزشک   ینی،بال داده  یمار ب  ی سابقه  تصاو  یهاو  با  را    یر لابراتوار 
س  یکسااشعه ا  یبترک  ینهقفسه  از  و    ی برا  یبترک  ینکرده 
 کرد.  بهتر استفاده بینی یشو پ  تریق دق یصتشخ

از تصاو ر  یبعدسه  یر: تصاویبعدسه  یراستفاده  قفسه   هایه از  و 
م  ینهس ا  استفاده  19-یدکوو  یصتشخ  یبرا  توانی را    ین کرد. 

ب  یرتصاو ب  یشتریاطلاعات  شکل  و  حالت  ارائه    هایماریاز 

 را بهبود بخشند.  یصدقت تشخ توانندی و م  دهندی م

 

 تعارض منافع
 ی سازمان   یچه  ی مال   یت صورت مستقل و بدون حمامطالعه به  ینا

 . در آن وجود ندارد ی تعارض منافع  گونهیچو ه  یرفتپذ انجام
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