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Introduction: Diabetes is a chronic disease worldwide, with an increasing annual death rate. 

Many health professionals seek innovative ways to detect and treat it early. Rapid advances 

in machine learning have improved disease diagnosis. However, because of the small 

amount of labeled data, the frequency of null and missing values, and the imbalance of 

databases, creating an optimal predictor for disease diagnosis has become a great challenge. 

This study aimed to present a pipeline-based classification framework for predicting 

diabetes on two datasets of Indian diabetic patients with two classes (patient and healthy 

groups) and Iraqi with three classes (patient, healthy, and prediabetes groups). 

Method:  An important part of this framework is preprocessing. Different ML models based 

on the One-Vs-One approach for the three-class mode are implemented in the framework. 

Because of the imbalance of the data set, besides the accuracy evaluation criterion, the area 

under the receiver operating characteristic (ROC) curve is also used. To increase the level 

of these two criteria, the Hyper-parameters of each model are optimized using optimization 

methods to build a powerful model with less training and testing time through various feature 

selection methods. 

Results: The proposed framework was assessed for diabetes prediction on two datasets of 

Indian and Iraqi diabetic patients. It was revealed that using AdaBoost for the Indian dataset 

(ACC=89.98, AUC=94.11) and random forest for the Iraqi dataset (ACC=98.66, AUC= 

98.62), good accuracy and performance were obtained.  

Conclusion: Regarding ACC parameters, precision, accuracy, recall, and F1-Score, the 

pipeline-based framework has an optimal performance in predicting diabetes, therefore, it 

can be used in clinical decision support systems.  

 

Keywords: Diabetes Prediction, Machine Learning, Classification, Pipeline, Feature 

Selection, The Area Under the Receiver Operating Characteristic Curve (AUC) 
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به دنبال راهکارهای نوآورانه  متخصصان سلامتدیابت یک بیماری مزمن است و میزان مرگ و میر آن در حال افزایش است.   مقدمه:

های یادگیری ماشینی تشخیص بیماری را بهبود داده است. با این حال، به دلیل برای تشخیص و درمان زودهنگام آن هستند. پیشرفت

برای تشخیص بیماری به یک چالش بهینه    بینایجاد یک پیشها،  داده  ، مقادیر ناقص و نامتعادل بودن گذاری شدههای برچسبکمبود داده
دیابت در دو مجموعه داده تشخصیص  برای بندی مبتنی بر خط لوله ارائه یک چارچوب طبقه مطالعهاین  هدف بزرگ تبدیل شده است.

 است. هندی )دو کلاس: بیمار و سالم( و عراقی )سه کلاس: بیمار، سالم و در شرف ابتلا به دیابت(  

حالت    یبرا  One-Vs-One  کردی بر رو  یمبتن  نیماش  یریادگیمختلف    یهااست. مدل  پردازششیچارچوب پ  نیبخش مهم ا  روش:

مساحت   ،یبنددقت طبقه  یابیارز  ارینامتعادل بودن مجموعه داده، علاوه بر مع  ل ی اند. به دلشده  ی سازادهیپ  یشنهادیکلاسه، در چارچوب پسه
بند، و دقت طبقه رندهیمشخصه عملکرد گ یمنحن ری مساحت ز شی. با هدف افزاشودیاستفاده م زین  رندهیمشخصه عملکرد گ  یمنحن ریز

قدرتمند با  یساختن مدل  ی برا شوند یم  یسازنهیبه  نیزیو ب ی اشبکه  یجستجو یسازنهیبه  یهاها با روشاز مدل کی هر یفراپارامترها
 . شودیاستفاده م  ی ژگی مختلف انتخاب و  ی هااز روش  ش یزمان کم آموزش و آزما

سازی، چارچوب پیشنهادی برای تشخیص بیماری دیابت در دو مجموعه داده هندی و عراقی مورد آزمایش قرار از طریق شبیه  نتایج:

و با استفاده از جنگل   (=AUC=، 98 /89  ACC 94/ 11در مجموعه داده هندی )  AdaBoostگرفت. نتایج نشان داد که با استفاده از 

 .، دقت و عملکرد مطلوبی به دست آمد( =AUC= ،66 /98  ACC 62/98)  تصادفی در مجموعه داده عراقی 

ای دارد ، چارچوب پیشنهادی مبتنی بر خط لوله عملکرد بهینهF1-Scoreو  ، دقت، صحت، یادآور  ACC  از نظر معیارهای  :گيرينتيجه

 .های پزشکی به عنوان یک برنامه کاربردی مورد استفاده قرار گیردتواند در سامانهو می
 

 مشخصه عملکرد   یمنحن   ر یمساحت ز  ، یژگی خط لوله، انتخاب و  ،یبندطبقه  ن،یماش  یریادگی  ابت، ید  یماریب ینیبشیپ ها:واژهكليد
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 مقدمه
های  دلیل تغییر شیوه زندگی و پیشرفت صنعتی شدن، بیماریبه

برای س تهدیدی جدی  به  و غیرواگیر  تبدیل شده  لا مزمن  متی 

است   افزایش  حال  روز در  به  روز  که  بیندر    ،[2،1]است  ، این 
های حیات انسان محسوب  تهدیدکنندهترین  دیابت یکی از مهم

ها،  بار سنگینی به خانواده  ه و عوارض و ناتوانی ناشی از آنشد

دولت و  تحمیل  جوامع  ومی ها  اولویت  کند  اصلی  از  های 
بیماری   .[4،3] شوندهای پیشگیری و درمانی محسوب می برنامه

  دیابت   آمار،  اساس  بر.  استهای متابولیک  لالدیابت، ناشی از اخت 

  گذاشته   اثر  جهان  سراسر  در  نفر  میلیون  452  بر  2017  سال  در
  میلیون  694 به 2045 سال تا رقم این شودمی  بینی پیش و است

  نیم  که است داده نشان دیگر علمی مطالعات  از برخی. برسد نفر

  بودند،   مبتلا  دیابت  بیماری  به  جهان  سراسر  در  نفر   میلیارد 
  % 25 به ترتیب به 2045 و 2030 هایسال در شودمی  بینی پیش

های  به یکی از چالشاین بیماری    . [5-8]   یابد  افزایش  %51  و

ل  یتبدرو در کشورهای توسعه یافته و در حال توسعه جدی پیش
دلیل عدم ترشح کافی انسولین و یاعدم  ه  ب  بیماری   . این شده است

و یا مقاومت بدن به انسولین  توانایی بدن در استفاده از انسولین  

  به   (Diabetes mellitus)  دیابت قندی  .[1]د  آیوجود می ه  ب
سه نوع   د، دیابت اولیه خود بهشو دو نوع اولیه و ثانویه تقسیم می 

 . [9،8]  شود تقسیم می و دیابت بارداری    2، دیابت نوع  1دیابت نوع  

نوع انسولین(  1  دیابت  به  جوانان  ب  )وابسته  کودکان و  یشتر در 
اما ممکن است در هر سنی دیده شود و درصد    ؛[1]شود  دیده می 

آن    کمی از افراد مبتلا به دیابت به این نوع مبتلا هستند. علت 

باشـد و شـیوع ایـن نـوع دیابت در  فقدان تولید انسـولین مـی 
افراد برای درمان این نوع بیماری    .است    %5  جوامع مختلف حدوداً

کننـد تزریـق  انسـولین  از    .[10]  باید  دیابت    %09بیش  موارد 

که در سنین  هستند  ،  )غیر وابسته به انسولین(  2 دیابت نوعقندی  
  . [12،11]    شـود بالا و به صورت آهسـته و تـدریجی عـارض مـی 

باشد.  لین یا مقاومت بدن به انسولین می علت آن کمبود تولید انسو
درصد است. در ایجاد این    90  -95  شیوع این نوع دیابت حدوداً 

سـال    20تـا    10محیطی دخالت دارنـد.    بیماری، عوامل ژنتیک و
کاهش تحمل گلوکز همراه با   ،2  تشـخیص دیابـت نوعقبـل از 

مل مهم دیگر در بروز  عا .[2] داردافزایش جبرانی انسولین وجود  

افزایش وزن بدن و چاقی است. در ابتدای شـروع   ،2دیابت نوع  
  یابد شود که تحمل به گلوکز بهبود  وزن سبب می بیماری کاهش  

شود بلکه شبکه درهم  دیابت فقط یک بیماری محسوب نمی   .[3]

عوامل  پیچیده از  با  ای  ژنتیک  و  محیطی  خطرزای 
بهپاتوفیزیولوژی که  است  مختلف  ویژگی های  نظیر  دلیل  هایی 

عروقی، کلیوی،    - قلبی )ها  سازی و همراهی با سایر بیماریزمینه

  با  .[5] استبر و ناتوان کننده به شدت هزینه (چشمی و معلولیت
  زندگی در  ایفزاینده طور  به دیابت   زندگی، استانداردهای توسعه
مدت برای آن وجود  طولانی و هیچ درمان    است  رایج   مردم   روزمره

  ، در مراحل اولیه، های بهداشتی در سطح مراقبفقط باید و  ندارد
زمینهاعو بیماری  مل  این  تشخیص  ساز  تشخیص    داد را  و 

اینکه از این بیماری  تا    تواند بسیار مهم تلقی شود و دیابت می پیش

در مراحل بعدی این بیماری، کنترل و درمان  جلوگیری کرد و یا  
شود  آسانتر شود داده  زودتر تشخیص  باعث  می   ، و هرچه  تواند 

  بنابراین   ؛ بر این بیماری شودکاهش عواقب جبران ناپذیر و هزینه

  دیابت   دقیق  و   سریع   تحلیل   و  تجزیه  و   تشخیص  چگونگی 
   .دارد مطالعه ارزش  کهبحث برانگیز،  است موضوعی 

های قابل  لاشتهای اخیر با رشد سریع یادگیری ماشین، در سال

برای افزایش کاربردهای تشخیص به کمک رایانه شده    توجهی 
های معاینه  تواند با توجه به دادهیادگیری ماشین می   . [2]است  

بیماری  ای مختلف زمانی به تشخیص  هطی دوره  فیزیکی بیماران 

به و  شودبپردازد  تلقی  پزشکان  برای  مرجع  یک    . [6]  عنوان 
ه شده است  ئبینی دیابت اراهای مختلفی برای پیشتاکنون مدل

 ها بیان شده است. خلاصه برخی از آن 1که در جدول 
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 بين دیابت هاي گذشته براي پيش اي از پژوهش : خلاصه1جدول 

 نتيجه  نویسندگان 
Polat و Güneş [7 ] اصلی هایجدا سازی افراد سالم از دیابتی بر اساس مدلی مبتنی بر تحلیل مؤلفه (PCAو استنتاج عصبی، فازی ) 
Yueبینی دیابت براساس ترکیب الگوریتم بهینه ه مدلی برای پیشئارا [ 8]  همکاران و( سازی ازدحام زراتQPSO و )SVM   با حداقل مربعات وزن 

Çalişir و Doğantekin  [9 ]  هایی بینی دیابت و لستفاده از تحلیل تشخیص خطی برای کاهش ابعاد و استخراج ویژگی برروی مجموعه داده پیشنهاد سیستمی برای پیش
 با ابعاد بالا 

Beloufa و Chikh [10 ] های کلونی زنبور عسل و سیستم فازیترکیب الگوریتمبینی دیابت با استفاده از ارایه مدلی ترکیبی برای پیش 
Razavian بینی بیماری دیابت پیش ختلف برای های مپیشنهاد مدلی رگرسیون خطی با شروع  [ 11] همکاران و 
Hassan های کلونی ترکیب الگوریتم بینی دیابت با استفاده از  ه مدلی ترکیبی برای پیش ئارا [ 12] و همکاران K-NNوID3 
Shirali سیستم استنتاج فازی و الگوریتم کرم شبتابترکیب بینی دیابت با استفاده از  ه مدلی ترکیبی برای پیش ئارا [ 13]  و همکاران 

Maniruzzaman بندی دقیق خطر ابتلا به دیابت بر تحلیل خطی برای طبقه  مبتنیپیشنهاد یک چارچوب یادگیری ماشین  [ 14] و همکاران 
Abaker  وSaeed [15 ] ها بینی وضعیت سلامتی مراجعین به بیمارستان، استفاده از انتخاب ویژگی متوالی برای پیدا کردن حداقل ویژگیه سیستمی با هدف پیشئارا

 های یادگیری ماشین در الگوریتم
  

 

 

خط لوله   مبتنی بر، ایجاد یک چارچوب پژوهشاین  اصلی  هدف
بیماران    مجموعه داده،دیابت برروی دو  بیماری  بینی  برای پیش

  PID (Pima Indians Diabetes Dataset)  دیابت هندی
عراق   ( Iraqi Patient Dataset for Diabetes)  ی و 
IPDD  مجموعه داده    ، درانتخاب شدPID    کلاس    2بیماران در

  3بیماران در    IPDDدر مجموعه داده و  بیماران دیابتی و سالم
بیماران دیابتی، سالم و در شرف ابتلا به دیابت قرار دارند.    کلاس

پردازش بخش مهمی از چارچوب پیشنهادی، جهت رسیدن  پیش

حذف افزونگی،  که شامل  باشد  به یک نتیجه با کیفیت بالا می 
ویژگی  بودن  نرمال  آزمایش  ویژگی،  پرت،  تبدیل  داده  رد  ها، 

سازی، انتخاب  ، استانداردسازی، نرمالغلطپرکردن مقادیر تهی یا  

می  پزویژگی  مشورت  با  الگوریتم  ک  شباشد.  از  استفاده  با 
Imputation  k-NN ویژگی مقادیر  از  کمی  تعداد  های  ، 

داده  نادرست   مجموعه .  ندشدتصصیح    IPDDمجموعه  برای 

تهی استفاده  غلط و  برای پر کردن مقادیر    میانهاز    ،PIDداده  
ماشین  مدل .  شد یادگیری   Gaussian)  گواسی   بیز سادههای 

Naive Bayes) ،    K-همسایهنزدیک  K-Nearest)  ترین 

Neighbors)تصمیم درخت   ،  (Decision tree)،   جنگل
پشتیبان   PID،  ( random forest)  تصادفی  بردار  ماشین    و 

(support vector machine )،    طبقهد حالت  دودویی  ر  بند 
براساس    IPDDداده    مجموعهبرای  و    PIDبرای مجموعه داده 

چارچوب  در    OVO(One-Vs-One)  یکبهیکرویکرد  

استفاده   روششدندپیشنهادی  از  جستجوی  .    ای شبکههای 
(Grid Search  )  بیزیسازی  بهینهو  (Bayesian 

Optimization  )اعتبار متقابل  در  یافتن  برای  سنجی 

استفاده   مدل  هر  در  بهینه  بهشدابرپارامترهای  طرفی  از  دلیل  . 
و نامتعادل بودن    هاطبقههای  تفاوت معنادار از نظر تعداد نمونه

برای    AUCاز بندی طبقه، علاوه بر معیار دقت هامجموعه داده
مقایسه   و  استفاده  مدلدرست  ارزیابی  تحتشدها    شرایط   . 

  با   متعددی  هایآزمایش  یکسان،  داده  مجموعه  و  آزمایشی 

مختلفمدل  و   پردازشپیش  های ترکیب   تا   شد  انجام   های 
  بهینه  مدل سپس.  برساند حداکثر به را  AUC معیارهای دقت و

  بینیپیش  برای  ، پیشنهادی  چارچوب   برای   پایه  مدل  عنوان   به

انتخابشد  استفاده  بهینه   در   مراحل  ترینمهم  از  یکی   ویژگی   . 
ساخت مدلی با   در آن اهمیت و است بیماری تشخیص تحقیقات

نیارمند زمان کم برای آموزش    کههای کم و ساده  تعداد ویژگی 

از   باشد. بینی بیماری می و آزمایش و مخصوصاً قدرتمند در پیش 
مانندهای  روش ابعاد    اصلی  هایمؤلفهتحلیل    کاهش 

(Principal Component Analysis)PCA    تحلیل

Component Independent )  مستقل  هایمؤلفه

Analysis)ICA    انتخاب ویژگی براساس اهمیت جایگشت  و
 Feature Selection Based Feature)  ویژگی 

Importance)FSBFI  استفاده    ها،هریک از مدل  با استفاده از
   . شد
 

 روش 

 ها دادهمجموعه 
استفاده    IPDDو    PID  از دو مجموعه داده  ر این پژوهشد 

خانم مبتلا    نمونه  768از    PID، مجموعه داده  (2و    1)لینک    شد
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هندی ساکن در نزدیکی شهر  از جمعیت  ،  و سالم  1نوع  به دیابت  
آن بیمار  مورد 268دست آمد که فینیکس مرکز ایالت آریزونا به

 ، با هشت ویژگی  مورد آن فرد سالم )منفی(  500دیابتی )مثبت( و   
 (. 2)جدول   متفاوت است

 مجموعه داده 
1. https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-database 

 

2. https://data.mendeley.com/datasets/wj9rwkp9c2/1 
 

 بيماران هندي اي از مجموعه داده : خلاصه2جدول 

 Mean ± Std توضيحات  گی ژعنوان انگليسی وی

Pregnant Number of times pregnant   تعداد دفعات وضع حمل )برای
 زنان(

216/62±280/69 

Glucose Plasma glucose concentration a 2 Hours in an Oral Glucose 

Tolerance Test 

 280/69±216/62 سمای خونلاغلظت گلوکز پ

Pressure Diastolic blood pressure (mm Hg)  280/69±216/62 فشار خون دیاستولیک 

Triceps Triceps skin fold thickness (mm)   ضخامت پوست ماهیچه سه سر
 بازویی 

216/62±280/69 

Insulin 2-Hour serum insulin (µU/ml) 280/69±216/62 دوساعته  سرم انسولین 

BMI )2Body Mass Index (Weight in kg/(Height in inches)  280/69±216/62 بدنی  توده نمایه 

Pedigree Diabetes Pedigree Function 280/69±216/62 دیابت  سابقه  داشتن 

Age Age in years  280/69±216/62 سن 
 

 

نمونه زن و مرد مبتلا به دیابت   1000از  IPDDمجموعه داده 
از    79الی    20و سالم،    2نوع   که  مرکز ساله  فیزیکی    معاینات 

  عراق   در  الکیندی  بیمارستانغدد درون ریز و متابولیسم    تخصصی 

مورد آن فرد    103مورد آن بیمار دیابتی،     837دست آمد که  به
ویژگی    11، با  رد آن فرد در شرف ابتلا به دیابتمو  53سالم و  

 (. 3)جدول متفاوت است
 

 بيماران عراقی  اي از مجموعه داده : خلاصه3 جدول

 Mean ± Std توضيحات  گی ژعنوان انگليسی وی

Gender 0 for females and 1 for male 0 مذکر   1ث و ؤنم - 

Age Age in years 8557/8  سن ± 739/53  

FBS The result of a blood sugar taken after a patient fasted for at 

least eight hours (mmol/l) 

ساعت   8نتیجه قند خون پس از حداقل 
 ناشتا 

1443/10 ± 0844 /5  

 

BUN BUN is the amount of urea nitrogen that's in your blood 

(mmol/l) 

1808/5 موجود در خون  اوره  مقدار نیتروژن ± 3486/3  

Cr The Blood levels of chromium (mmol/l) 28/69 خون کروم سطح ± 2764/62  

Chol The Fast Cholesterol levels (mmol/l)  9092/4 خون کلسترولسطح ± 004/2  

TG The Tri Glycoside Levels (mmol/l)  3506/2 موجود در خون  تری گلیسیریدسطح ± 3988/1  

LDL The Low-Density Lipoprotein (mmol/l)  6145/2 با چگالی کم در خون   لیپوپروتئینسطح ± 1175/1  

HDL The High-Density Lipoprotein (mmol/l)  2067/1 با چگالی بالا در خون  لیپوپروتئینسطح ± 6594/0  

BMI )2The Body Mass Index (Weight in kg / (Height in m)  4255/29 بدنی  توده نمایه ± 8553 /4  

HbA1c The For the previous two to three months, average blood 

glucose (sugar) levels (mmol/l) 

 12تا  8میانگین گلوکز پلاسما را طی 
 هفته گذشته

2623/8 ± 5370/2  
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  شده   داده  نشان  1  شکل  در  مطالعه  این  در  پیشنهادی  چارچوب چارپوب پيشنهادي 
 . است

 

 بيماري دیابت  بهينهبينی چارچوب پيشنهادي براي پيش  :1شکل 

 

 پردازش پيش 
چارچوب    مرحله  ترین مهم  و  اولین  ها داده  پردازش پیش در 

  توجهی قابل طور به تواندمی  پردازشپیش زیرا پیشنهادی است،

ثیر مستقیم  أهای باکیفیت ت داده  و  بخشد  بهبود   را   هاداده  کیفیت 

مدل عملکرد  دارد  بر  ماشین  یادگیری    مراحل   .[16]های 

نمایش داده شده و در ادامه برخی از    2در شکل    پردازشپیش
 های مهم شرح داده شده است. گام

 

 

 پردازش هاي پيش گام :2شکل 
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 گام  ها و رد داده پرت آزمایش نرمال بودن ویژگی(

3-Or ) 

داده پرت،  که  داده  است  دادهای  دیگر  همبا  فاصله های  گروه 

  ؛ شوند حذف هاداده  توزیع  از باید و  .[17] باشد داشته چشمگیری
   .هستند حساس ویژگی توزیع و داده محدوده به بندهاطبقه زیرا

 

 
 در حضور داده پرت  PID مجموعهالف. 

 

 

 بعد از حذف داده پرت  PID مجموعه داده ب.

 

 در حضور داده پرت  IPDD مجموعه داده .ج

 

 

 بعد از حذف داده پرت  IPDD مجموعه داده .د

 حذف داده پرتها قبل و بعد از هاي مجموعه دادهاي توزیع ویژگی نمودار جعبه :3شکل 
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وجود  که،    شدمشاهده    3از شکل    جالف و    هایبا توجه به قسمت
ها در هر دو مجموعه  ویژگی  داده پرت باعث شده است که، اکثر

چولگی .  شوند  چولگی   دارای  داده برآورد    وجود  مقدار  باعث 

شود. حذف داده پرت توزیع چوله  بینی شده کم و یا زیاد می پیش
صفر  را   میانگین  با  توزیع  سمت  می به  ،  3)شکل    دهدانتقال 

دهنده نزدیکی میانگین و میانه در  ، که نشان(د و  ب هایقسمت

است.   سوم )شکل  توزیع  پیش2گام  در  فرآیند حذف  (  پردازش 
 دهد. داده پرت را نشان می 

   گام پركردن مقادیر غلط یا تهی(4-I ) 
  ممکن   که  هستند   مقادیری  [ 18]  تهی  یا   شده )غلط( گم  مقادیر

  در   کلاس  هر  برای  نادرست  استنتاج  یا   بینی پیش  به  منجر  است
الگوریتم    شوند  بندیطبقه از  استفاده  با  پزشک  مشورت  با 

Imputation  k-NNمقدار با   ،  4  K=    مقادیر از  تعداد کمی 
داده  ویژگی  نادرست مجموعه  برای  .  شدتصصیح    IPDDهای 

، از میانه برای پر کردن مقادیر غلط و تهی  PIDمجموعه داده  

)شکل    شداستفاده   چهارم  گام  در  مراحل  این  در  2که   )
 پردازش نشان داده شده است. پیش

  گام    سازينرمال(5-Nr)    و استانداردسازي )گام

6-Zr ) 
ای  گستردههای پیوسته دارای برد  جا که برخی از ویژگی   از آن

انرمال  هستند، و  تتانداردسازی می س سازی  بر  أتواند  بسزایی  ثیر 

به بازه    ها بند داشته باشد. برای تبدیل برد ویژگی عملکرد طبقه
استانداردسازی  برای  و    min-max  [19]سازی  از نرمال  [0.1]
یانگین صفر  هایی با مها با مقادیر عددی پیوسته به ویژگی ویژگی 

  6و    5های  )گام شداستفاده  Z-score از  ،و انحراف معیار یک
 . [20] (2پردازش شکل پیش

   اعتبارسنجی متقابل
 مقایسه  و  ارزیابی   برای  آماری  روش   یک متقابل  سنجی اعتبار

:  کندمی   تقسیم  بخش  دو  به  را  ها داده  که  است  هامدل  کارایی 

یا   اعتبارسنجی  برای  دیگر  بخش  و  آموزش  برای  بخش  یک 
 .  آزمایش است

 

 

 ها، براي تنطيم ابرپارامترها و ارزیابی بندي مجموعه داده نمودار تقسيم  :4شکل 

 

متقابل،  در   تقریباً   یا )  مساوی  بخش  k  به  هاداده  اعتبارسنجی 

  اعتبارسنجی  و  آموزش  بار  k  سپس،.  شوندمی   تقسیم(  مساوی
می  هر   شود،تکرار  تکرار  در    برای   ها داده  از   بخش  یک  بار 

استفاده    آموزش  برای  مانده  باقی   بخش  K-1  و  اعتبارسنجی 
این  .  [21]  شود می    های الگوریتم  داخلی   حلقه  در،  پژوهشدر 

(  ایشبکه  جستجوی   و  بیزی   سازی بهینه)  فراپارامتر  سازیبهینه
دقیق    بخش 4  از استفاده با هاابرپارامتر ،[22،23] دو شمی  اعمال

 در  مدل  ارزیابی   برای  آزمایش  هایداده.  شدند  تنظیم  و  آموزش

  تکرار   بار  پنج  بهینه،  فراپارامترهای  از  استفاده  با  بیرونی   حلقه

 (. 4 شکل)  شوندمی 

 انتخاب ویژگی 
تواند به کاهش ابعاد و  استراتژی کاهش بعد و انتخاب ویژگی می 

ویژگی  از  استفاده  از  این  اجتناب  در  کند.  کمک  اضافی  های 

از  پژوهش  ،PCA  [24]  ، ICA[25]  ،  و ابعاد  کاهش  از  برای 
FSBPFI  [26،27]   ویژگی پیداکردن  در  برای  اساسی  های 

 . شدهای یادگیری ماشین استفاده هریک از مدل
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 هاي یادگيري ماشين مدل
در حالت دو کلاسه برای مجموعه   ،بندیطبقههای مختلف مدل 

داده    PIDداده   مجموعه  برای  چندکلاسه  - IPDD  ،Kو 

همسایهزدیکن  ،[28]  (K-Nearest Neighbors)  ترین 
دوکلاسه  (  support vector machine)  ماشین بردار پشتیبان

 چندکلاسهو    [31]دوکلاسه  مدل    ،[30]  چندکلاسهو    [29]

AdaBoost  [33،  32]  ،تصمیم   ( Decision tree)  درخت 
ماشین بیز ساده  ،  [35]  (random forest)  جنگل تصادفی   ،[34]

و    برای،  [36]  (Gaussian Naive Bayes)  گواسی آموزش 

استفاده   پیشنهادی  چارچوب  در  گ.  شدآزمایش  سترش  برای 
طبقهالگوریتم باینهای  ازبندی  کلاسه  چند  به  رویکرد    ری 

شد     OVO(One-Vs-One)یک  به یک و    [37]استفاده 
روشابرپارامترهای   از  استفاده  با  مدل  بهینههر  سازی  های 

Grid Search و Optimization   Bayesian  شد.  

 معيارهاي ارزیابی 
مدل عملکرد  ارزیابی  برای  آزمایش  مرحله  معیارهای  در  از  ها، 

حالت    ی ارزیاب و  برای  کلاسه  میکرو    چندکلاسهدو  میانگین  با 
 . [38 ،39] (4)جدول  شداستفاده 

 

 بيماري دیابت بينی هاي پيش اي از معيارهاي ارزیابی عملکرد مدل : خلاصه4 جدول

 چندكلاسه  دوكلاسه  تعریف  معيار ارزیابی 
طبقه  میانگین دقت  و  )دوکلاسه(  بند 

طبه  کلاسه( دقت  )چند  بند 
(Accuracy Average) 

بینی درست مدل را ارزیابی اندازه پیش 
 کند.می

𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑡𝑛 + 𝑓𝑝 + 𝑓𝑛
  (7) ∑

𝑡𝑝𝑖 + 𝑡𝑛𝑖

𝑡𝑝𝑖 + 𝑡𝑛𝑖 + 𝑓𝑝𝑖 + 𝑓𝑛𝑖

𝑘
𝑖=1

𝑘
(10) 

به کل اسناد  صحیح مثبت تعداد اسناد  (Precision) صحت
بازگردانده  ناصحیح  و  صحیح  مثبت 

 شده توسط مدل.

𝑡𝑝

𝑡𝑝 + 𝑓𝑝
                      (8) ∑ 𝑡𝑝𝑖

𝑘
𝑖=1

∑ 𝑡𝑝𝑖
𝑘
𝑖=1 + 𝑓𝑝𝑖

                       (11) 

تعداد اسناد مثبت صحیح به کل اسناد     (Recall) یادآوری
و   صحیح  ناصحیح  مثبت  منفی 

 بازگردانده شده توسط مدل.

𝑡𝑝

𝑡𝑝 + 𝑓𝑛
                      (9) ∑ 𝑡𝑝𝑖

𝑘
𝑖=1

∑ (𝑡𝑝𝑖 + 𝑓𝑛𝑖)𝑘
𝑖=1

                    (12) 

2 میانگین هارمونیک از دقت و یادآوری.   F1امتیاز  × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                                                     (13) 

 

AUC معیارROC -AUC دهد. هرچهها به ما اطلاعات می، درباره قابلیت مدل در زمینه تشخیص کلاسAUC    بالاتر
 .باشد، مدل بهتر است

 

جدول این  در   TN،   (True  (True Negative)  که 

Positive)TP ،  (False  Positive) FP  False)   و 

Negative) FN منفی به تعداد  مثبتترتیب  واقعی،  های  های 
مثبت منفی واقعی،  کاذب،  کاذب های    کل   تعداد   k  و  های 

 .  دهندرا نشان می  (3)در اینجا برابر با  هاکلاس

 نتایج
پردازش،  پیش  ترینبهینه  انتخاب  برای  را  کمی   نتایج  این بخش،

لوله  و مدل  هاثرترین ویژگی ؤکاهش ابعاد، انتخاب م ها در خط 

 دهد.می  پیشنهادی نشان

 

 

 برايAUC ها از نظر هاي مختلف با استفاده از همه ویژگی پردازش ها و پيش نتایج حاصل از مقایسه مدل  :5شکل 

 هاي بيماران دیابت هندي داده 
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ویژگی(    8ها )، زمانی که از همه ویژگی PID مجموعه دادهبرای  

های  پردازشدر دوحالت با استفاده از پیش  AB، مدل  شداستفاده  
) 5الی    1های  گام) استانداردسازی  و  (  6و    4الی    1های  گام( 

نسبت به    ،0/ 938برابر با    AUCترین عملکرد را از نظر  بهینه
 .  (5)شکل   ها کسب کندسایر مدل

 

 

 براي  براي كاهش ابعاد PCAبا استفاده از  AUCهاي مختلف از نظر پردازش ها و پيش نتایج حاصل از مقایسه مدل  :6شکل 

 هاي بيماران هندي داده 

 

با تحلیل واریانس در دوحالت واریانس    PCAدر این پژوهش از 
  PID،  8که برای مجموعه داده  شداستفاده ها داده %98و  %95
 RFمدل    و  ویژگی به ترتیب کاهش داده شد   6و    4گی به  ویژ

ویژگی    6با     PCA( و  5الی    1های  گامپردازش )در دوحالت پیش

( و  6و    4الی    1های  گامو   )PCA     توانست  وِیژگی،    6با
ها کسب  نسبت به سایر مدل  AUCترین عملکرد را از نظر  بهینه

 . (6)شکل  (=AUC 918/0) کند

 

 

 براي  براي كاهش ابعاد ICAبا استفاده از  AUCهاي مختلف از نظر پردازش ها و پيش نتایج حاصل از مقایسه مدل  :7شکل 

 هاي بيماران هندي داده 

 

تعداد    6و    4در دوحالت به  (  7)شکل   ICAاستفاده از الگوریتم  

پردازش  توانست با پیش  AB، در این حالت مدل ویژگی انجامید
را نسبت به    AUCمقدار    ویژگی  6  با تعداد   (4الی    1های  گام)

  0/ 941)  کسب کند مختلف    هاو در تمامی آزمایشها  سایر مدل
AUC=) .
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   براي انتخاب ویژگی FSBPFIبا استفاده از  AUCهاي مختلف از نظر پردازش ها و پيش نتایج حاصل از مقایسه مدل : 8شکل 

 هاي بيماران هندي براي داده 

ست  نتوا AB  مدل(  8)شکل   FSBPFIو در حالت استفاده از  

ویژگی   8همان   تمام  یعنی  نظر  ویژگی  از  و  کند  انتخاب  را  ها 
های  ها در حالتترین مقدار را نسبت به سایر مدلعملکرد بهینه

الی    1های گام( و )4الی    1های  گامهای ) پردازشاستفاده از پیش

کند 6و    4  GNBبا    FSBPFI  .(=AUC  0/ 938)  ( کسب 

آزمایش تمامی  به  نسبت  را  الگوریتم  این    های توانست عملکرد 

ترین حالت این الگوریتم زمانی  بهبود دهد که بهینه قبلی خودش
  1های گامپردازش ) ویژگی با استفاده از پیش  5افتد که اتفاق می 

 AUCترین مقدار  ( صورت پذیرد که در این حالت بیش4الی  

می به  0/ 883یعنی   الگوریتم  دست  حالت    K-NNآید.  در  نیز 
  7استفاده از انتخاب ویژگی براساس اهمیت جایگشت ویژگی با  

پیش از  استفاده  و  بهترین    (3الی    1های  گام) پردازش  ویژگی 

های مختلف و   پردازشعملکرد را در سایر حالات استفاده از پیش
های  های مختلف انتخاب ویژگی از خود نشان دهد. مدلروش

SVM  ،AB  ،DT  ،RF  حالت تمام  مختلف  در  های 

همان  پیش ویژگی   8پردازش  تمام  یعنی  انتخاب  ویژگی  را  ها 
 کردند. 

 

 

 برايAUC ها از نظر هاي مختلف با استفاده از همه ویژگی پردازش ها و پيش نتایج حاصل از مقایسه مدل  :9شکل 

 IPDDهاي بيماران دیابت داده 

 

داده   مجموعه  ویژگی IPDDبرای  همه  از  که  زمانی   ،(   11ها 
  پردازش استفاده از پیش  باتوانست    RF، مدل  شدویژگی( استفاده  

بهینه6و    4الی    1های  گام) نظر  (  از  را  عملکرد   AUCترین 

(987/0  AUC=) مدل سایر  به  نسبت  روشها  ،  تمام  های  با 
 .  (9)شکل   کسب کندها، پردازشانتخاب ویژگی و پیش
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 براي كاهش ابعاد براي  PCAبا استفاده از  AUCهاي مختلف از نظر پردازش ها و پيش نتایج حاصل از مقایسه مدل  :10شکل 

 IPDDهاي بيماران داده 

 

   PCAاستفاده از است، ویژگی  11 این مجموعه داده که دارای 
ها  داده %98  و %95   بعد برای هر دو واریانس 11و   10منجر به 

  1های  گامپردازش )پیش  با  RFمدل  در این حالت  شود که  می 
ترین عملکرد را از نظر  ، بهینهتوانست  وِیژگی   11( و  با 6و    4الی 

AUC  مدل به سایر  نماید  نسبت  ،  (=98/0AUC)ها کسب 

  ها، ابعاد داده  %98  واریانس  بادر    PCAاستفاده از    (.10)شکل  
 گرداند.  ویژگی را بر 11و همان   ادرا کاهش ند

 

 

 

 براي  براي كاهش ابعاد ICAبا استفاده از  AUCهاي مختلف از نظر پردازش ها و پيش نتایج حاصل از مقایسه مدل  :11شکل 

 IPDDهاي بيماران داده 

 

تعداد ویژگی    5و    4( در دوحالت به  11)شکل   ICAاستفاده از  

مدل   حالت  این  در  پیش  GNBانجامید،  با  پردازش  توانست 
 AUCترین مقدار  بیشویژگی    5  تعداد   و (6و   4الی    1های  گام)

مدل سایر  به  نسبت  آزمایشرا  تمامی  در  و  کند    هاها  کسب 

(981/0 AUC=) .
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 براي انتخاب ویژگی  FSBPFIبا استفاده از  AUCهاي مختلف از نظر پردازش ها و پيش نتایج حاصل از مقایسه مدل  :12شکل 

 IPDDهاي بيماران براي داده  

 

ست همان  نتوا RF  مدل(،  12)شکل    FSBPFIاستفاده از در    و
ویژگی )ویژگی    11 عملکرد    (هاتمام  نظر  از  و  کند  انتخاب  را 

نسبت  (  6و  4الی   1های  گام)  پردازشپیشبا  ترین مقدار را  بهینه

م سایر  های  مدل ،  (=AUC  0/ 935)کند    کسبها،  ل دبه 

SVM  ،DT  ،RF  11پردازش همان  های مختلف پیشدر حالت  

کردند.   انتخاب  را  نهایت جدول  ویژگی  بهینه5در  نتایج  ،  ترین 
 دهد. می  هئاز نظر معیارهای ارزیابی ارامختلف را  هایآزمایش

 

 هاي بهينه حاصل از نظر معيارهاي مختلف ارزیابی : مقایسه مدل 5 جدول

 F1 AUCامتياز  یادآوري صحت دقت پردازش پيش  مجموعه داده  مدل 

RF PID 6و   6 و 4الی  1های گام- ICA 91/89 23/90 15/91 21/89 52/93 

AB PID 6و  4الی  1های گام- ICA 99/89 01/90 0/90 04/88 11/94 

RF IPDD 12 و    6و   4الی  1های گام N/A- 66/98 44/97 23/97 21/95 62/98 
 

 

 گيريو نتيجه ثبح
بینی  ابتکاری بر اساس خط لوله برای پیش  چارچوب پیشنهادی

  IPDDو  PIDدیابت برروی دو مجموعه داده، بیماران دیابت 
مدل عملکرد  افزایش  موجب  توانست  پژوهش  این  های  در 

سازی شده در این های قبلی پیادهبندی نسبت به سایر روشدسته

های مختلفی برای تشخیص بیماری  پژوهش شود. تا کنون روش
و یک مورد   PIDدیابت بر اساس مجموعه داده بیماران دیابت  

  و نمودار   6پیشنهاد شده است که در جداول    IPDDبرای بیماران  
ها با چارچوب پیشنهادی این پژوهش  به مقایسه این روش  13

 . پرداخته شد

 

 سازي شده در تشخيص بيماري دیابت هاي مختلف پياده مقایسه روش: 6 جدول

 سال دقت  سازي روش پياده پایگاه داده  پژوهشگران

Polat  وGüneş  [7 ] PID مدلی مبتنی بر PCA  2007 89%/47 فازی -عصبی استنتاج و 

Beloufa  وChikh  [10 ] PID  2013 84%/21 ترکیب الگوریتم کلونی زنبورعسل و سیستم فازی 

Shirali  [ 13] و همکاران PID  2016 78%/24 ترکیب سیستم استنتاج فازی سوگنو و الگوریتم کرم شبتاب 

Pal [ 40] و همکاران PID های تحلیل تشخیص خطی،  مدل یادگیری ماشین مبتین بر الگوریتمk-NN  ،SVM،  RF  ،

 پیشنهاد دادند   2بینی زودهنگام بیماری دیابت نوع  برای پیش

66/%78 2021 

 2023 89%/99 های مختلف و اتخاب ویژگی پردازشپیشچارچوب پیشنهادی مبتنی بر خط لوله براساس  PID پژوهش حاضر 

Hassan [ 12] و همکاران IPDD های طراحی یک سیستم تشخیص دیابت  از ترکیب الگوریتمK-NN  وID3 25/%98 2014 

 2023 98%/66 های مختلف و اتخاب ویژگی پردازشچارچوب پیشنهادی مبتنی بر خط لوله براساس پیش IPDD پژوهش حاضر 
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                                                     PID (الف  )                                                                                     IPDD  (ب ) 

 بندياز نظر دقت طبقه  بينی بيماري دیابتسازي شده براي پيش هاي مختلف پياده مقایسه روش  :13شکل 

 

در حالت   شدمشاهده  و    13و نمودار    6طور که در جدول  همان

چارچوب پیشنهادی توانست   PID های استفاده از مجموعه داده
افراد   دیگر (%98/89نظر دقت )برابر با تر از با عملکردی مناسب

  یا در شرف ابتلا به دیابت  بندیرا به دو دسته بیمار و سالم طبقه

داده    کندتقسیم   مجموعه  از  استفاده  هنگام  در  نیز    IPDDو 
با   برابر  دقتی  قبلی  کارهای  به  نسبت  کسب    %98/ 66توانست 

آمده نسبت  دستسازی نشان داد شاخص دقت بهنتایج شبیهکند.  

)جدول  سازی شده بر این مجموعه داده های شبیهبه سایر روش
آگهی  و یا پیش  دیابتبینی  پیش.  بهبود یافته است(  13و نمودار    6

می  دیابت  زواز  مراجعه  باعث  بهدتواند  درمان  و  و  هنگام  موقع 

شود  آن  از  ناشی  عوارض  از  واقع،    جلوگیری  چارچوب  در 
لوله خط  براساس  تشخیص  می   پیشنهادی  بهبود  برای  تواند 

پردازش  پیشاز آنجایی که  .  بیماری دیابت مورد استفاده قرار گیرد 
ثیر قابل توجهی بر عملکرد  أهای انتخاب ویژگی ت روشها و داده
داردمدل  می   ،ها  سایر شود  توصیه  از  آینده  کارهای  برای 

ها و انتخاب ویژگی استفاده شود.  پردازش دادههای پیشروش

در   عمیق  یادگیری  کاربرد  چشمگیر  گسترش  با  براین  علاوه 
بینی زودهنگام بیماری در حوزه سلامت و درمان، پیشنهاد  پیش

 . شودمی 
 

 تشکر و قدردانی 
سپاسگ را  سبحان  که  زخداوند  ماارم  اتمام    به  و  انجام  توفیق 

اساتید   و  تمامی دوستان  از  فرمود.  را عنایت  ه  بپژوهش حاضر 
دکترای تخصصی  متخصص    آزاد    ویژه خانم دکتر میترا اسماعیلی

پوست تحقیقات  مرکز  پزشکی  دانشکده    بهداشت  شهید  علوم 

های مناسب ما را در این پژوهش یاری  بهشتی که با راهنمایی 
 کمال تقدیر و تشکر را داریم.کردند، 

 
 

 تعارض منافع
گونه  کنند که این پژوهش هیچنویسندگان این مقاله اعلام می 

 تعارض منافعی ندارد. 
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