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Introduction: Alzheimer’s disease is one of the most common neurodegenerative diseases 

in adults. The progressive nature of Alzheimer’s disease causes widespread damage to the 

brain, and early diagnosis can manage the disease and slow down its progression effectively. 

Method:  In this study, a dataset related to the early prediction of Alzheimer’s was used. 

Spark framework was used for data management and three machine learning algorithms 

including Naïve Bayes, Decision Tree, and Artificial Neural Networks with the best 

hyperparameters were implemented and compared. To prevent overfitting and measure the 

efficiency of the models, a 5-fold cross-validation method was utilized. Furthermore, a 

method was used for interpreting machine learning black box models. 

Results: The decision tree and artificial neural network models obtained 98.61% accuracy 

and 98.60% F1-Score in the Spark framework including one or three computers. Important 

features in the decision-making process of the artificial neural network were identified using 

the interpretability technique. In addition, the computational time required for training the 

proposed models was calculated through different approaches, and the use of multiple 

computers was 35.95% faster than a single computer.  

Conclusion: With increasing the number of Alzheimer’s disease patients around the world, 

the need for a decision support system using machine learning algorithms, which can predict 

the disease early in a huge amount of data, is felt more. Therefore, the machine learning 

models proposed in this study for early prediction of Alzheimer’s disease as an interpretable 

auxiliary tool in the decision-making process can help clinicians. 
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گسترده  ب یباعث بروز آس مر یآلزا  رونده شیپ  ت یزوال مغز در بزرگسالان است. ماه یهااختلال  ن یترعی از شا  ی کی  مر یآلزا یماریب مقدمه: 

 ثر باشد. ؤ آن م شرفتیو کاهش سرعت پ  یماریب تی ریدر مد  تواند یزودرس م صیو تشخ   شود یمغز م  یهابه قسمت

( به Spark Frameworkبستر اسپارک ) در   مر یآلزا یماریزودهنگام ب  ی نیبشیمجموعه داده مربوط به پ  کی مطالعه، از    ن یدر ا روش: 

 نیبا بهتر  یمصنوع یشبکه عصب م، یساده، درخت تصم ز یاز جمله ب نیماش ی ریادگی تم یسه الگورو با  استفاده شدها داده  تی ریمنظور مد

متقابل استفاده   یتکرار اعتبارسنج -۵ها از  مدل  ییازش و سنجش کارابر  شیباز    ی ریمنظور جلوگه  . بدیگرد  سهیو مقا  یسازادهیفراپارمترها پ
 مطالعه در نظر گرفته شد.  نیدر ا نیماش  یریادگی  اهیجعبه س  یهامدل  ر یتفس یروش برا  کیشد. در آخر،  

 ایو   کیرا در بستر اسپارک شامل  % 60/98  1اف-ازیو امت % 98/ 61برابر    ی دقت ی مصنوع  ی و شبکه عصب  م یدرخت تصم  ی هامدل  : نتایج

مشخص شد.   یریرپذیتفس ک یبا استفاده از تکن  یمصنوع  یشبکه عصب  یریگمیدر تصم  رگذاریثأت   یهایژگیبه دست آوردند. و وتریسه کامپ

در  وتر یکامپ نیمحاسبه و استفاده از چند مختلف ی کردهایدر رو  یشنهادیپ  یهامدل ی ریادگی یبرا  م لاز  ی زمان محاسبات  ن،یعلاوه بر ا
 بود. ترعیسر  % 3۵/ 9۵  وتریبا تک کامپ  سه یمقا

ها با استفاده از داده  یمیکه بتواند در حجم عظ   میتصم  بانیپشت ستمیدر جهان، لزوم وجود س  مریآلزا  مارانیتعداد ب شیبا افزا گيري:نتيجه

 ی ریادگی  یهامنظور، مدل  ن ی. بدشودیاحساس م  شتریرا داشته باشد ب  یماریزودهنگام ب  ینیبشیپ  یی توانا  ن،یماش  ی ریادگی  یهاتمیاز الگور

 ینیبشیپزشکان به جهت پ  ی ریگمیدر تصم  یری رپذیتفس  ت یبا قابل  یابزار کمک  کی به عنوان    توانندیمطالعه، م  نیا  یشنهادیپ  نیماش
 . ندیکمک نما  مر یآلزا  ی ماریزودهنگام ب

 

 م یحج   یهاداده ،ی ریرپذیتفس  ن، یماش  یریادگی  مر،یآلزا یماریزودهنگام، ب صیتشخ  ها:واژهكليد
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 مقدمه

های مغزی بوده که در  ترین اختلالبیماری آلزایمر از جمله شایع 
آمریکا به عنوان ششمین عامل منجر به مرگ انسان شناخته شده  

اختلال زوال مغز برای توصیف شرایطی که به سبب    .[1]   است
در حافظه، توانایی صحبت،  آسیب در مغز باعث مشکلاتی از جمله  

می  بیمار  روزمره  کارهای  انجام  و  کردن  استفاده  فکر  شود، 

بهداشت    .[2]  گردد می  سازمان  گزارش  اساس    جهانیبر 
(World Health Organization  در سال )۵0، حدود  2019  

حدود   سال  هر  و  بوده  مغز  زوال  اختلال  دچار  نفر    10میلیون 

می  افزوده  تعداد  این  بر  نفر  قشر   .[3]شود  میلیون  آلزایمر،  در 
خارجی مغز مانند هیپوکامپ، شکمچه مغز و غشاء مغزی دچار  

یادآوری  آسیب می  به  قادر  درستی  به  بیمار  ترتیب،  بدین  شود. 

وقایع جدید نبوده و در نتیجه در انجام کارهای روزمره خود دچار  
 . [2]شود مشکلات جدی می 

پیش بیماری  نوعی  ماهیت    استرونده  آلزایمر  سبب  به  که 

مدت تا  آن،  بیماری،  نوروژنیک  شروع  از  بعد  طولانی  های 
علاوه بر این، با وجود   . [4] دهدنمی گونه علائم بالینی بروز هیچ

کنون درمان قطعی برای بهبود  این حوزه، تامطالعات گسترده در 

علائم بیماری یا جلوگیری از پیشرفت این بیماری گزارش نشده 
که توسط سازمان    Aduhelmمثال، داروی    ه طورب  . [4،۵]  است

ت مورد  متحده  ایالات  داروی  و  می أغذا  پلاک  یید  فقط  باشد؛ 

می  کاهش  را  تو    دهدآمیلوئید  در  أبرای  دارو  این  اثربخشی  یید 
 . [6]درمان آلزایمر، شواهد زیادی نیاز است 

  کنند و می علائم بالینی این بیماری در مراحل غیر اولیه آن بروز 

پایدارتر   علائم  مغز،  به  وارده  آسیب  میزان  گستردگی  سبب  به 
پیشرفت   .[7]  د باشنمی  راه    با  تکلم،  شدید  مشکلات  بیماری، 

ت شدت تحت  به  را  او  اطرافیان  و  بیمار  زندگی  قرار  أرفتن،  ثیر 

هزینه  .[۵]دهد  می  براین،  فشار  علاوه  بیمار،  از  نگهداری  های 
.  کندان تحمیل می های بیماربه دولت و خانواده اقتصادی زیادی

طوری سال  به  در  حدود  2019که،  هزینه    میلیارد   290،  دلار 

است شده  گزارش  متحده  ایالات  برای  بیماری  این  .  تخمینی 
می همچنین،   سال    رودانتظار  تا  تعداد    ،20۵0که  افزایش  با 

درمانها  هزینه،  بیماران و  بهداشت  سیستم  ایالات    برای  در 

با این وجود،    .[۵]  دیاب  افزایش  به بیش از یک تریلیون دلارمتحده  
تشخیص بیماری در مراحل اولیه آن باعث جلوگیری از آسیب به  
نواحی گسترده مغز شده و امکان مدیریت موفق روند بیماری را  

 . [7،8] دهدافزایش می 

های یادگیری ماشین در پزشکی  های اخیر، کاربرد روشدر سال
تشخیص کرونا  و  های قلبی، تشخیص سرطان،  از جمله بیماری

استپیشرفت چشمگیری   مسئله   .[6،  11- 9]  داشته  یک  برای 
های یادگیری ماشین با استفاده از حجم بالایی  الگوریتمخاص،  

دیده   آموزش  مناسب  داده  به  شود  می از  قادر  سپس،  و 

های جدید با دقت بالایی خواهند بود. هر  گذاری نمونهبرچسب
داده تعداد  باشد،  چه  بیشتر  مدل  آموزش  جهت  آموزشی  های 

مدل می کارایی  افزایش  ماشین  یادگیری  طول  های  در  یابد. 

افزایش    آتیهای  سال آموزش    بالینی های  دادهتعداد  و  برای 
ماشین،مدل  یادگیری  مدل   با  های  این  از    توان می   ها،استفاده 

گیری  و دقت تصمیم  یافته  کاهش  خطای انسانی انتظار داشت که  

   .[9] یابد افزایشپزشکان 
پزشکی، در  ماشین  یادگیری  از  استفاده  اصلی  به   هدف  کمک 

این    است. با  طبی   شکلاتافزایش دقت در تشخیص م  پزشکان با

های یادگیری ماشین  الگوریتم  کارکرد  وجود، عدم شفافیت روند
این  از  استفاده  و  اعتماد  بر  مانعی  پزشکی،  مسائل  در تشخیص 

می  شمار  به  پزشکان  توسط  ا  .[12] رود  فناوری  و،  ریناز 

توسط  شفاف تشخیص  روند  آوردن  سازی  امکان  فراهم 
مدل  ماشین،  تفسیرپذیری  یادگیری  ایجاد  تواند  می های  سبب 
پزشکان   جهت  گردداعتماد  تکنیکی  عنوان  به  تفسیرپذیری   .

الگوریتم استفاده در  مورد  فرآیند  ماشین  توصیف  یادگیری  های 
 . [12] شودبرای تشخیص مسائل استفاده می 

با توجه به اهمیت تشخیص آلزایمر در مراحل اولیه آن، استفاده  

بیماری   این  تشخیص  زمان  کاهش  سبب  ماشین  یادگیری  از 
با تشخیص زود هنگام بیماری، احتمال مدیریت  .[7]خواهد شد  

نیاز به نیروی انسانی    یابد. علاوه بر این،روند بیماری افزایش می 

  . [7]های بیماری کاسته خواهد شد  یافته و از میزان هزینهکاهش  
های موجود جهت تشخیص آلزایمر، تصویربرداری  داده  جملهاز  

 ( مغناطیسی   Magnetic Resonanceرزونانس 

Imaging)MRI    .استRabeh  همکاران صاویر  ت  [12]  و 
در سه سطح نواحی هیپوکامپ، جسم را  ،  ۵00×۵00خاکستری  

بندی (، ناحیهCortex) ( و قشرCorpus Callosumای )پینه
(Segmentation  )ناحیهنمودند تصاویر  ابتدا،  در  شده  .  بندی 

( پشتیبان  بردار  ماشین  مدل  توسط   Supportهیپوکامپ 

Vector Machineدادندبندی مورد استفاده قرار ( برای دسته  .
که نتیجه استفاده از مدل بر روی نواحی هیپوکامپ به   درصورتی 

ای توسط  شد، نواحی جسم پینهمی بندی  عنوان غیرنرمال دسته

  در صورتی  د. در ادامه،گردیبررسی می   ماشین بردار پشتیبانمدل  
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د، نواحی قشر توسط  وب لغیر نرماکه نتایج حاصل از این بررسی  
که نواحی قشر بیمار   صورتی  نهایت، در د و درشمدل بررسی می 

کلاسه غیرطبیعی  دسته  جهت  در  تصمیم  درخت  از  شد،  بندی 
 . [12] د گردیتشخیص زودهنگام آلزایمر استفاده می 

همکاران  Pavalarajan  مطالعهدر   از    [13]  و  استفاده  با 

جمله هطبقهای  روش از  ماشین  یادگیری  در  موجود  بندی 
و   تصمیم  درخت  پشتیبان،  بردار  ماشین  لجستیک،  رگرسیون 
جنگل تصادفی برای تشخیص آلزایمر در مراحل اولیه آن استفاده  

ها از مجموعه داده تصویری شامل  . برای یادگیری مدلبودشده 
 Magnetic)  ناطیسی )ام آر آی(تصویربرداری پرتو مغ  رتصاوی

resonance imaging)  MRI    مغز استفاده شده و پارامترهای

روش   توسط  مدل  هر  ب  تکرار -Kبهینه  متقابل  ه  اعتبارسنجی 
. بر طبق نتایج، روش جنگل تصادفی در مقایسه بوددست آمده  

الگوریتم بهتری  با سایر  نتیجه  شده،  ماشین ذکر  یادگیری  های 

 . داشته است

های یادگیری  استفاده از روشبا    [14]  و همکاران  Rajab  مطالعه
(  Neuropathologyشناسی عصبی )ویژگی آسیب  22ماشین،  

در ادامه، هفت   ند. های آلزایمر را انتخاب کردبرتر مربوط به داده
مدل یادگیری ماشین شامل درخت تصمیم، رگرسیون لجستیک،  

K-نزدیک( گاوسی  ساده  بیز  همسایه،   Gaussianترین 

Naive Bayes  غیرخطی  (، ماشین بردار پشتیبان با تابع کرنل
 ( خطی  تفکیک  تحلیل  و  تجزیه  خطی،   Linearو 

Discriminant Analysis بندی استفاده شدهطبق( برای . 

م همکاران  Neelaveni  هطالعدر  پارامترهای    [1۵]  و  از 
روانشناسی مهم در مجموعه داده مورد استفاده مانند سن، میزان  

آزمون شخص،  ذهنی    وتاهک تحصیلات   MMSEوضعیت 

(Mini Mental State Examination  )  به آن  نتایج  که 
های یادگیری  شوند، برای آموزش مدلای بررسی می صورت دوره

. در ادامه، از دو مدل یادگیری ماشین شامل  کردندماشین استفاده  
بینی  بند ماشین بردار پشتیبان و درخت تصمیم برای پیشکلاسه

بیماری آلزایمر استفاده شد. نتایج بیانگر برتری دقت مدل ماشین  

 . بودبردار پشتیبان در مقایسه با دقت مدل درخت تصمیم 
به جهت عدم شفافیت  روش فعلی  ارائه شده در تحقیقات  های 

مدل توسط  بیماری  تشخیص  به  فرآیند  ماشین  یادگیری  های 

گیرد. یکی از اهداف اصلی  سختی مورد اعتماد پزشکان قرار می 
علاوه بر مقایسه نتایج چندین الگوریتم یادگیری    مطالعهدر این  
افزایش اعتماد پزشکان نسبت به نتایج به دست آمده از   ماشین،

د.  بو در تشخیص زودهنگام بیماری آلزایمر در دنیای واقعی  هاآن

از یک تکنیک تفسیرپذیری به منظور    مطالعهاز این رو، در این  
و تعیین میزان ت های مجموعه  ثیرگذاری ویژگی أایجاد شفافیت 

فرآیند تصمیم مدل داده در  استفاده  گیری  ماشین  یادگیری  های 
جگردید به  مدل.  کارایی  افزایش  ماشین،  هت  یادگیری  های 

مدل   معمولاً دادهآموزش  از  استفاده  با  با حجم  ها  آموزشی  های 

های حجیم  داده و پردازش بالا ضروری است. به منظور مدیریت
در این    . ه شدداستفا(  Spark Frameworkاز بستر اسپارک )

برای اولین بار در این زمینه، از دو رویکرد متفاوت در    مطالعه،

بستر اسپارک شامل گروهی از کامپیوترها و تک کامپیوتر برای  
مدلپیاده استفاده  سازی  می .  شدها  مطالعه  این  به  نتایج  تواند 

آلزایمر کمک شایانی   بیماری  زود هنگام  پزشکان در تشخیص 

 کند.
 

 روش 
در این مطالعه، از یک مجموعه داده بالینی بیماری آلزایمر  

استفاده شد. تعداد بیماران هر کلاس مجموعه داده با استفاده از  
متعادل روش  دادهیک  بین  سازی  روابط  شد.  متعادل  ها، 

بررسی  ویژگی  داده  منظور    وهای مجموعه  به  اسپارک  بستر  از 

های یادگیری  و با استفاده از کتابخانه  ها استفاده شد مدیریت داده
بیز  ماشین  یادگیری  الگوریتم  آن،  در  موجود  ساده    ماشین 

(Naïve Bayes)درخت تصمیم ،   (Decision Tree)    و شبکه

  به منظور   (Artificial Neural Network)  مصنوعی  عصبی 
بینی زودهنگام بیماری آلزایمر در نظر گرفته شد. در آخر، به  پیش

های جعبه منظور ایجاد شفافیت و افزایش اعتماد پزشکان به مدل

های  الگوریتم  یسیاه یادگیری ماشین، از یک روش تفسیرپذیر
 نیز رسم شد. درخت تصمیم نمودار یادگیری ماشین استفاده و

 مجموعه داده 

مربوط    بیماران آلزایمربالینی  در این مطالعه از مجموعه داده  

تصو  به مطالعات  دسترس   یربرداریمجموعه  )  ی با   Openآزاد 

Access Series of Imaging Studies)OASIS     به
پیش شدمنظور  استفاده  آلزایمر  بیماری  زودهنگام    . [16]  بینی 

مجموعه شامل  حاضر  داده  از  مجموعه  دو    373ای  در  نمونه 
است.  آلزایمر  به  مبتلا  یا غیر  آلزایمر  به  مبتلا  بیماران    وضعیت 

)کلاس    بیماری آلزایمراحتمال    و  (0)کلاس   غیر دمانسوضعیت  

 Clinicalبندی دمانس بالینی ) ها با استفاده از رتبهنمونه در( 1

Dementia Rating  .داده همه   در این مجموعه( مشخص شد
 غز  ـد و از محاسبه خودکار حجم کل مدنراست دست بو بیماران
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برای ایجاد تمائز مرتبط با پیری طبیعی و بیماری آلزایمر استفاده  
ترین مقدار، میانه و  ز جمله کمااطلاعات آماری  1شد. در جدول 

 است.  مجموعه داده تشریح شده بیشترین مقدار هر ویژگی
 

 بيماران آلزایمر مجموعه داده هايویژگی  آماري اطلاعات :1جدول 

كمترین   توضيحات  نام ویژگی 

 مقدار 

بيشترین   ميانه 

 مقدار 

Age in years (Age) 98 77 60 سن بیمار در زمان ثبت 
Gender جنسیت - - - 

Years of education (EDUC) 22 2/14 7 آوری داده سال جمع 

Socio Economic Status (SES)  اقتصادی که توسط شاخص موقعیت   -وضعیت اجتماعی
 اجتماعی هالینگزهد ارزیابی شده 

2 3/2 6 

Mini Mental State Examination 

(MMSE) 

 30 2/26 16 یوضعیت ذهن کوتاه امتیاز آزمون 

Atlas Scaling Factor (ASF)  43/1 3/1 87/0 ضریب مقیاس پذیری اطلس 
Estimated Total Intracranial 

Volume (eTIV) 

 990/1 4۵0/1 120/1 زده شده حجم کل داخل جمجمه تخمین 

Normalize Whole Brain 

Volume (nWBV) 

 7/0 81/0 ۵۵/0 شدهحجم کل مغز نرمال 

Clinical Dementia Rating 

(CDR) 

 - - - بندی دمانس بالینی رتبه 

 

 پردازش مجموعه داده پيش 

برنامه زبان  از  استفاده  پایتونبا    3.7.۵نسخه    نویسی 
گمنمونه مقادیر  که  داده  مجموعه  )های   Missingشده 

Values  همچنین به دلیل متعادل  ندشدکنار گذاشته  ( داشتند .

نمونه تعداد  بیشنبودن  تکنیک  از  کلاس،  هر  گیری  نمونههای 
( مصنوعی   Synthetic Minority Overاقلیت 

Sampling Techniqueاستفاده شد این روش،    .[17]  (  در 

های موجود  های جدید مصنوعی در همسایگی نمونهداده  نمونه
کلاس می در  تولید  مجموعه  ها  روش  این  از  استفاده  با  شوند. 

با  داده از    380ای جدید  تشکیل نمونه    نمونه(  190)هر کلاس 
)   .گردید معادله  مطابق  چولگی  1همچنین،  ضریب  آزمون   ،)

( دوم   Pearson Second Coefficient ofپیرسون 

Skewness  برای مجموعه داده برای نشان دادن تقارن توزیع )

 𝑠میانه، و   𝑚میانگین،  𝑥̅(،  1در معادله ) .[18]شد داده استفاده 
باشد، که  می   1و    -1بازه ضریب چولگی بین    انحراف معیار است. 

( مقادیر  -1  ,-0/ ۵مقادیر  و  چپ  به سمت  چولگی  معنای  به   )
 باشد. ( به معنای چولگی به سمت راست می 0/ 1,۵)

(1) 𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
3×(𝑥−𝑚)

𝑠
 

( از کتابخانه  Min-Maxحداکثر ) -سپس از روش حداقل
Sklearn    منظور به  دادهنرمالپایتون  با  سازی  استفاده شد.  ها 

( به محدوده صفر و 2ها با توجه به معادله )انجام این کار، داده

حداقل مقدار و   𝑋𝑚𝑖𝑛(،  2اند. در معادله )هیک نگاشت داده شد

𝑋𝑚𝑎𝑥  .حداکثر مقدار یک ویژگی در مجموعه داده است 

 

(2) 𝑋𝑛𝑜𝑟𝑚𝑎𝑙 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
 

 هاي مهم مجموعه داده ویژگی

های مجموعه داده از  برای بررسی ارتباط بین تمامی ویژگی 
( پیرسون  همبستگی   Pearson Correlationضریب 

Coefficient  نوع و  درجه  همبستگی  ضریب  شد.  استفاده   )

ویژگی هارتباط بین  می ای  تعیین  را  ضرایب    .[19]کند  ها  این 
  1کنند که  را کسب می  1و  -1(، مقادیری بین 3مطابق معادله ) 

میانگین    𝑥̅(،  3دهنده حداکثر همبستگی است. در معادله )نشان

 ها است.  𝑦𝑖میانگین مقادیر   𝑦̅ها و   𝑥𝑖مقادیر  
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(3) 𝑟 =  
∑(𝑥𝑖− 𝑥̅)(𝑦𝑖− 𝑦̅)

√∑(𝑥𝑖− 𝑥̅)2(𝑦𝑖− 𝑦̅)
 

 
کتابخانه   شیپلیاز  افزودنی   SHAP  )شپ(  توضیحات 

(Shapley Additive exPlanations  ) مدل تفسیر  برای 
یک رویکرد نظریه بازی برای  بر  . این روش مبتنی  استفاده شد

و    شپتوضیح خروجی هر مدل یادگیری ماشین است.   اهمیت 

کند  اثربخشی هر ویژگی را در تصمیم گیری در مدل تعیین می 
[20]. 

 اسپارک
مجموعه که  دارد  را  قابلیت  این  ب داده  اسپارک  را  دو  ها  ا 

توزیع کرده و    ،روی چندین کامپیوتر یا یک کامپیوتر  رویکرد، بر
ویژگی  این  کند.  که    یهاپردازش  است  شده  موجب  اسپارک 

پیکربندی  الگوریتم آن  بر روی  به خوبی  ماشین  یادگیری  های 

داده بر روی  بالا  با سرعت  و  پردازششده  انجام دهند  ها  را  ها 
[21]. 

کامپیوتر )سه کامپیوتر(  در رویکرد اول، استفاده از چندین  

دسترسی   با  حافظه  مقادیر  اسپارک،  بستر  در  شده  پیکربندی 
برابر    RAM(Random Access Memoryتصادفی )رم( )

برابر    (Gigabytes)  گیگابایت  24 پردازشی  توان    هسته   24و 

(Core) در رویکرد دوم، استفاده از یک کامپیوتر پیکربندی  بود .
هسته   8گیگابایت و توان پردازشی برابر  8شده، مقادیر رم برابر 

مدل بود یکسان و همزمان  به صورت  رویکرد،  های  . در هر دو 

یکسان در کنار هم اجرا و مورد   یادگیری ماشین با شرایط کاملاً 
 اند. ارزیابی قرار گرفته

ها  اسپارک به عنوان یک بستر قدرتمند برای پردازش داده
است که بهینه بوده    طراحی شدهاسپارک طوری  .  شودشناخته می 

عملیات بر  با انجام  دهد.    و عملیات پردازش را در حافظه انجام

حافظه داده،  روی  پردازش  به  هاسرعت  و  ذخیره  نسبت  سازی 
 . کندمی افزایش پیدا ها از روی دیسک فراخوانی داده

 مورد مقایسه در مطالعه حاضر  هاي یادگيري ماشين مدل

 بيز ساده 

سازی  بیز ساده یک الگوریتم یادگیری ماشین سریع با پیاده
اساس این الگوریتم مبتنی بر قضیه بیز مطابق   .[22]آسان است 

 (، است. 4معادله )

(4) 𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)×𝑃(𝐴)

𝑃(𝐵)
 

 𝐵در صورت وقوع   𝐴(، احتمال وقوع رخداد 4با توجه به معادله )

 فرضیه است.  𝐴اصل و  𝐵شود. در اینجا،  در نظر گرفته می 

 درخت تصميم 
پر از  یکی  تصمیم  الگوریتمکاربرددرخت  های  ترین 

این الگوریتم مانند درخت    .[22]  بندی یادگیری ماشین استطبقه

است. الگوریتم درخت تصمیم    تشکیل شدهاز برگ، ریشه و شاخه  
تا    کرده( استفاده  Entropyنتروپی )آ( و یا  Giniاز معیار جینی )

تعیین نماید کدام استراتژی بیشترین احتمال را برای حل موفق  

 دارد. مسئله

 شبکه عصبی مصنوعی  

روش از  یکی  الگوریتم  برای  این  استفاده  مورد  های 
شبکه  باشدمی بندی  طبقه از  مسائل  کردن  حل  برای  های  که 

گرفته الهام  بیولوژیکی  الگوریتم    .[23]است    عصبی  این  در 

های مصنوعی وجود دارند. هر  ها به نام نورونای از گرهمجموعه
ها به یکدیگر متصل بوده و سیگنال دریافتی را  یک از این نورون

می  منتقل  مخصوص  وزن  در  با  مصنوعی  عصبی  شبکه  کنند. 
های  دهی کرده و تبدیلها را سازمانهای مختلف خود نورونلایه 

 تواند به داده ورودی اعمال نماید. متفاوتی را می 

 Fold Cross-5تکرار اعتبارسنجی متقابل )-۵  روش  از

Validation( برازش  بیش  بروز  از  پیشگیری  برای   )Over-

Fittingهای پیشنهادی در این مطالعه  ( و ارزیابی کارایی مدل

درصد از مجموعه داده به منظور    80استفاده شد. در هر تکرار،  
و   باقی   20آموزش  گرفته  درصد  نظر  در  آزمایش  برای  مانده 

 شود. می 

فراپارامترها   مقادیر  بهترین  مطالعه  این  در 
(Hyperparameter  ) منظور به  مدل  هر  برای  ممکن 

کار، از یک روش    سازی در نظر گرفته شد. برای انجام اینپیاده

( به منظور یافتن بهترین مقادیر بهینه  Grid Searchجستجو )
استفاده شد. بهترین مقادیر فراپارامترهای ممکن این مطالعه در  

 اند.نشان داده شده 2 جدول
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 هاي پيشنهادي ارمترهاي یافته شده الگوریتم بهترین فراپ  :2جدول 

 فراپارامترها  مدل 

 var_smoothing: 1e-3 بیز ساده 

 spilter: best, criterion: gini, max_depth: none, min_samples_split: 2 درخت تصمیم 

 ,learning_rate: adaptive, learning_rate_init: 0.0001, solver: adam, hidden_layer_sizes: (8, 16, 32 شبکه عصبی مصنوعی

64, 16, 4, 1) 

 

 هاي یادگيري ماشين ارزیابی مدل
مدل ارزیابی  برای  مهم  بسیار  معیار  یادگیری  چندین  های 

پس از  اند.  ماشین در کاربردهای پزشکی مورد استفاده قرار گرفته
مدل آموزش  مرحله  یافتن  دقت  پایان  اساسی  معیار  سه  ها، 

(Accuracyامتیاز ،)- 1اف   (F1-Score  و مساحت زیر نمودار )

( گیرنده  عملیاتی  منظور  Area Under Curveمنحنی  به   )

مدل پیادهارزیابی  گرفتههای  قرار  استفاده  مورد  شده    اند سازی 
[10]. 

پیش بین  نسبت  کل  بینی دقت  تعداد  به  صحیح  های 

مدلبینی پیش ارزیابی  برای  معیار  این  است.  بندی  های طبقهها 
می  استفاده  ماشین  )یادگیری  معادله  نشان  ۵شود.  را  دقت   ،)

 دهد. می 

(۵ )
TP + TN

TP + FP + FN + TN
=  دقت 

یکی دیگر از معیارهای ارزیابی یادگیری ماشین    1اف-امتیاز
بالا نشان دهنده مثبت کاذب و منفی کاذب  1اف-است. امتیاز 

 است.  را نشان داده 1اف-(، امتیاز 6کم است. معادله ) 

(6 )
2 × TP

2 × TP + FP + FN
= اف 1 −  امتیاز 

نشان   FPنشان دهنده مثبت حقیقی،    TP(،  6،  ۵در معادلات )

به معنی   TNبه معنی منفی کاذب و    FNدهنده مثبت کاذب،  
 . منفی حقیقی است

 

 نتایج

با ویژگی    جنسیت  ویژگی   پیرسونبا استفاده از ضریب همبستگی  
با یکدیگر   ۵/0با ضریبی بیش از    پذیری اطلسضریب مقیاس

. سایر  برقرار بود  هابین آن  ارتباط قویرابطه داشته و در نتیجه  

از  ها،  ویژگی  کمتر  همبستگی  ضریب  یکدیگر   0/ ۵مقادیر  با 
ها  هیچ ارتباط کاملی بین ویژگی در این مطالعه  بنابراین  ؛  ندشتدا

 . اشتوجود ند

مقدار    که  مطالعه انجام یافته  آزمون ضریب چولگی در این 
ه  ب -0/ 47سازی مجموعه داده برابر  اولیه چولگی پیش از متعادل

  ک یتکن   برای بهبود آن از، اما  بودقابل قبول  چند  هرکه    دست آمد

مجموعهمصنوع   تیاقل  یریگنمونهشیب روی  بر  اعمال  ی  داده 
داده محاسبه  برای مجموعه  و مقدار ضریب چولگی مجدداً  شده

سازی شده برابر  داده متعادل. ضریب چولگی برای مجموعهگردید

تر بوده و  نزدیک  0که به نسبت به مقدار    دست آمده  ب  -42/0
 . بودتر دهنده توزیع متقارن و متعادلنشان

بستر اسپارک، دو رویکرد، سه  در این مطالعه با استفاده از  
ها در نظر گرفته  کامپیوتر و یک کامپیوتر، به منظور انجام پردازش

مدلارزیابی  میانگین    .دش تمام  برای  تکرارها  در  تمام  دو  ها 

کامپیوتر یک  کامپیوتر و  چندین  بر روی  .  محاسبه شد  رویکرد، 
های  ، مدل%92/ 99  1فا-و امتیاز  %0۵/93مدل بیز ساده دقت  

دقت   مصنوعی،  عصبی  شبکه  و  تصمیم  و    %61/98درخت 

اند کسب کنند.  را در هر دو رویکرد توانسته  98%/60  1 اف-یازـامت
ای  علاوه عملیاتی    1، در شکل  نبر  نمودار  زیر  مقادیر مساحت 

این مطالعه در تکرار پنجم    شده در  های پیشنهادگیرنده برای مدل

مطابق این شکل، دو مدل درخت تصمیم و   اند.نشان داده شده 
اعتبارسنجی   روش  از  پنجم  تکرار  در  مصنوعی  عصبی  شبکه 

 اند.دست آوردهه متقابل بیشترین مقادیر را ب

به   توجه  مدیریت  با  منظور  به  اسپارک،  بستر  از  و  استفاده 
داده دادههاپردازش  پردازش  برای  زمان محاسباتی لازم    در   ها، 

در    بود که  تک کامپیوتر  تر از رویکردسریع سه کامپیوتر    رویکرد

های درخت تصمیم و شبکه  . مدله شدبه تفصیل آورد  3جدول  
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پیش در  را  کارایی  بهترین  مصنوعی  هنگام  عصبی  زود  بینی 
  اند. نشان دادهدر هر دو رویکرد این مطالعه از خود    بیماری آلزایمر

فرآیند   نمایش  جهت  مطالعه  این  تصمیم  درخت  مدل  نمودار 
نشان   2این مدل در شکل   یهاو اثرگذاری ویژگی  گیریتصمیم

گیری مدل درخت  مطابق این نمودار، چگونگی تصمیم.  شدداده  

شده    ها نشان دادهثیر آنأها و تتصمیم بر اساس اهمیت ویژگی 
است.   شده  مشخص  نیز  کلاس  هر  شدن  انتخاب  نحوه  و 

ها  و اثر هر یک از آنثیرگذار  أهای تترین ویژگی مهمهمچنین،  
در  مدل شبکه عصبی مصنوعی با روش شپ   بینینحوه پیشدر 

شامل  بر اساس این شکل، سه ویژگی    .اندنشان داده شده  3شکل  
  ت ی حجم نرمال شده کل مغز و جنس  ،ی ذهن   ت یآزمون کوتاه وضع 

مهمأت  ماریب و  ویژگی ثیرگذارترین  در  ترین  داده  مجموعه  های 

 است.  گیری مدل شبکه عصبی مصنوعی بودهتصمیم

 این مطالعه  ها در رویکردهاي متفاوتپردازش زمان محاسباتی  :3جدول 

 رویکرد دوم )یک كامپيوتر( )سه كامپيوتر( رویکرد اول  واحد زمانی 

 89 ۵7 ثانيه 

 

 

 هاي پيشنهادي این مطالعه از روش اعتبارسنجی متقابل براي مدل در تکرار پنجم  رندهيگ یات ينمودار عملمساحت زیر  : 1شکل 

 اند(.دست آوردهه را ب  93/0و الگوریتم بيزساده مقدار  99/0 هاي درخت تصميم و شبکه عصبی مصنوعی مقدار )الگوریتم 
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 گيري درخت تصميم گيري و انتخاب كلاس هدف در مدل یند تصميم آفرنمودار  : 2شکل 

ترین  هاي اوليه مدل بوده و پر اهميت در ریشه  ماريب تيحجم نرمال شده كل مغز و جنس ، یذهن تيآزمون كوتاه وضع)مطابق این شکل سه ویژگی 

 . ها هستند(ویژگی 

 

 

 

 

 

 

 

 

 

 

 

 شپ  استفاده از روشبينی زودهنگام بيماري آلزایمر توسط مدل شبکه عصبی مصنوعی با ها در پيش ترین ویژگی : مهم 3شکل 

گيري مدل شبکه  ها در فرآیند تصميم تأثيرگذارترین ویژگی  ماريب تيحجم نرمال شده كل مغز و جنس ، یذهن  تيآزمون كوتاه وضع)سه ویژگی 

 عصبی مصنوعی است(.
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 گيريبحث و نتيجه

با افزایش موارد درگیری به بیماری آلزایمر در جهان، حجم  
ها در این زمینه  های بالینی بیماران در بیمارستانعظیمی از داده
سازی است. بدین منظور، در مطالعه حاضر از بستر  در حال ذخیره

داده مدیریت کلان  امکان  با  با  اسپارک  پیکربندی  قابلیت  و  ها 
شامل  مدل  متفاوت  ساختاری  اساس  با  ماشین  یادگیری  های 

بیزساده، درخت تصمیم و شبکه عصبی مصنوعی توسعه داده شد  

های  و در دو رویکرد چندین کامپیوتر و تک کامپیوتر کارایی مدل
آلزایمر   بیماری  دقیق  تشخیص  جهت  مطالعه  این  پیشنهادی 

روارزیابی شدند.   دو  اسپارک،    نیا  کرد یدر هر  بستر  مطالعه در 

در مجموعه    ،ی مصنوع   یو شبکه عصب  میدرخت تصم  یهامدل 
نشده   پردازش  پیش  از  برابر  توانستهداده  دقت  و    %11/86اند 

همچنین، هر دو    ند.ددست آوره  را ب  %02/86برابر    1فا-ازیامت

مدل درخت تصمیم و شبکه عصبی مصنوعی در مجموعه داده  
- از یو امت  %61/98دقت برابر  پیش پردازش شده در هر دو رویکرد  

نتایج حاکی از پیش    نیا  .ندددست آوره  را ب  %60/98برابر    1فا

های مجموعه  سازی صحیح تعداد نمونهپردازش دقیق و متعادل
است.   تکنداده  از    یمصنوع   ت یاقل   یریگنمونهشیب   کیاستفاده 

  ز ی ن  نیشیبوده و در مقالات مشابه پدر مطالعات بالینی    جیرا  یامر

ا برا  نیاز  نمونه  یسازمتعادل  یروش  از    یهاتعداد  هر کلاس 
  . [24]  استفاده شده است  مریآلزا  ی ماریمجموعه داده مرتبط با ب

این، در   بر  رو  کردیرو  سهیمقاعلاوه  با  عملکرد    دوم،  کردیاول 

در  الگوریتم مطالعه  این  %  کردیروهای  از  ع یسر  9۵/3۵اول  تر 
  کاملاً  طیرو، با در نظر گرفتن شرا ن ی. از ابوده استدوم  کردیرو

رو  کسانی دو  هر  خوب   کرد یرو  کرد،یدر  به  با    ی اول  توانسته 
توز  ق ی دق  یکربندیپ پردازش  به    شدهع یو  کمتر  زمان  مدت  در 

 . ابدیممکن دست  یی کارا نیبهتر

Rabeh  همکاران مدل ،  [12]  و  بردار  از  ماشین  های 
پشتیبان و درخت تصمیم بر روی مجموعه داده تصاویر پزشکی  
کردند.   استفاده  آلزایمر  بیماری  هنگام  زود  تشخیص  منظور  به 

کار در نظر گرفته و کارایی    های مختلفی برای اینها حالتآن
را داشته      90%/66ها در بهترین حالت دقت  سیستم پیشنهادی آن

داده    [13]و همکاران    Pavalarajanاست.   بر روی مجموعه 

های رگرسیون لجستیک، ماشین  تصاویر ام آر آی مغز، از مدل
بردار پشتیبان، درخت تصمیم و جنگل تصادفی استفاده کردند تا  

نتایج   دهند.  تشخیص  اولیه  مراحل  در  را  آلزایمر    ها آنبیماری 

ها توانسته که مدل جنگل تصادفی توسعه داده شده آن نشان داد

منحنی عملیاتی گیرنده   نمودار  زیر  ب  %83دقت و مساحت  ه  را 
یک شبکه عصبی عمیق    [2۵]و همکاران    Basheerدست آورد.  

از   استفاده  با  آلزایمر  بیماری  زودهنگام  تشخیص  منظور  به 
اند. مدل پیشنهادی  مجموعه داده تصاویر ام آر آی مغز ارائه کرده

دست آورده و به عنوان یک  ه  را ب  %39/92ها توانسته دقت  آن

کردند.   معرفی  بیماری  این  سریع  تشخیص  جهت  کمکی  ابزار 
Saratxaga   یک روش جدید یادگیری عمیق   [26]و همکاران

داده   از مجموعه  استفاده  با  آلزایمر  بیماری  منظور تشخیص  به 

ها این روش خود  اند. آنتصاویر ام آر آی مغز بیماران توسعه داده
را به عنوان یک دستیار کمکی در تصویربرداری از مغز بیماران  

 است.   دست آوردهه  را ب  0/ 93معرفی کرده و مدل پیشنهادی دقت  

مطالعه زوداغلب  تشخیص  منظور  به  پیشین  هنگام  های 
بیماری آلزایمر از تصاویر پزشکی بیماران استفاده کردند. استفاده  

زود  تشخیص  برای  بیماران  پزشکی  تصاویر  بیماری    از  هنگام 

الگوریتم کمک  با  توان  آلزایمر  و  هزینه  ماشین  یادگیری  های 
دارد. مطالعات معدودی فقط از  پردازشی بسیار زیادی به همراه  

های بالینی بیماران برای تشخیص بیماری آلزایمر  مجموعه داده

مدل استفاده  کردندبا  استفاده  ماشین  یادگیری    . [16]  های 
Kavitha   های مختلف یادگیری ماشین  مدل ،  [16]و همکاران

و آزمایش  را با مجموعه داده بالینی بیماران آلزایمر پیاده سازی 

کردند. براساس نتایج مطالعه، الگوریتم جنگل تصادفی پیشنهادی  
برابر  آن را  دقت  بیشترین  بهترین   داشته  %86/ 92ها  است. 

های این مطالعه در مقایسه با مطالعه گذشته اخیر کارایی  الگوریتم

نشان   خود  از  یکسان  داده  مجموعه  روی  بر  را  بالاتری  بسیار 
 . [16] اند داده

چشم  نتایج  مطالعه  مدل این  بهترین  و  داشته  های  گیری 

های صحیح را به درستی  پیشنهاد شده در مطالعه حاضر، خروجی 
های دقیق  بینی کرده و خطای کمی دارند. استفاده از تکنیکپیش

پیش هنگام  دادهدر  متعادلپردازش  را  ها،  داده  مجموعه  سازی 

های  نوآوریکلی،  طورتوان از علل این موفقیت عنوان کرد. بهمی 
 ند از: ااین مطالعه عبارت

متعادل • برای  تکنیک  یک  از  های  نمونهتعداد  سازی  استفاده 

بر روی این مجموعه داده بیماری    های مختلف آموزشی در کلاس
 آلزایمر برای اولین بار در این مطالعه صورت گرفته است. 

و   • معرفی  به  بار  اولین  برای  بستر مطالعه حاضر  یک  از  استفاده 
در مجموعه داده بالینی   های حجیمجدید به منظور مدیریت داده
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برای    بیماران محاسباتی  زمان  کاهش  که  پرداخته  آلزایمر 
 است. ها به همراه داشته پردازش

حاضر،   مجموعه داده بیماری آلزایمربرای اولین بار در  •
های  مدلبهترین فراپارامترهای  یافتن  وش جستجو برای  از یک ر

 استفاده شد. یادگیری ماشین مختلف 

مطالعه،   • این  در  بار  اولین  تکنیک  برای  یک  از 
  یادگیری ماشین   سازی عملکرد مدلتفسیرپذیری به منظور شفاف

 جهت افزایش اعتماد پزشکان استفاده شد. 
بسیار  پیش پزشکان  برای  آلزایمر  بیماری  زودهنگام  بینی 

تر پروسه درمانی  توانند سریع ها می حائز اهمیت است چرا که آن 
برخی مطالعات پیشین )از جمله . [27]را برای بیماران آغاز کنند  

هنگام بیماری آلزایمر  اند که به صورت زود(، سعی نموده[16-13]

داده به کمک  بیماران  را  مغز  از  یا تصویربرداری  و  بالینی  های 
های تحقیقاتی  تشخیص دهند. با این حال، در این زمینه شکاف

  یمطالعه، برخ  نیدر اوجود دارد که نیازمند تحقیقات بیشتر است. 

ا سع  ییشناسا  ی قات ی تحق  ی هاشکاف  نیاز  به    یشده و  که  شد 
 ود. ش ها پاسخ دادهآن

کروناویروس  همه بیماری  (،  19-)کووید  2019گیری 
(Coronavirus Disease 2019) COVID-19    باعث

و  تغییر اولویت های پزشکی و درمانی شد. از این رو، شناسایی 

ها مانند بیماری آلزایمر در طول این مدت تشخیص سایر بیماری
کمتر مورد توجه محققان و پزشکان قرار گرفت. علاوه بر این، 
بیماران مبتلا به بیماری آلزایمر طبق تحقیقات نشان داده شده 

.  [28]هستند    19- که بیشتر از حد در معرض خطر بیماری کووید
بینی زودهنگام  سازی یک ابزار دقیق برای پیشبنابراین، فراهم

نمونه  تعداد  با  و  خودکار  صورت  به  آلزایمر  بالا  بیماری  های 

تر  تواند به پزشکان در شناسایی بیماران و آغاز هرچه سریع می 
مدل بهترین  نماید.  کمک  آنان  درمان  یادگیری  پروسه  های 

بینی  گیری را در پیشاشین پیشنهادی این مطالعه عملکرد چشمم

اند. علاوه بر این، تفسیرپذیری  زود هنگام بیماری آلزایمر داشته
تواند منجر به شناسایی برخی جزئیات جدید در  ها می این مدل

 های اثرگذار در بیماری آلزایمر شوند. شناسایی ویژگی 

ذهنی،   وضعیت  کوتاه  آزمون  ویژگی  سه  مطالعه،  این  در 
ترین  حجم نرمال شده کل مغز و جنسیت بیمار به ترتیب مهم

گیری مدل شبکه عصبی مصنوعی با امتیاز  ها در تصمیمویژگی 

گیری  شپ بالا بوده و به عنوان سه الویت اول در فرآیند تصمیم
شده مشخص  نیز  تصمیم  درخت  سه  مدل  این  رو،  این  از  اند. 

مدل بهترین  در  مشترک  ویژگی  طور  به  پیشنهادی  های 

اهمیت  توانسته دهنده  نشان  که  باشند  ویژگی  اثرگذارترین  اند 
 ها در پروسه شناسایی زود هنگام بیماری آلزایمر است. بالای آن

به کارگیری بستر اسپارک با رویکردهای مختلف همراه با  
پیاده و  مدلتوسعه  ماشین، می سازی  یادگیری    تواند حجم های 

بینی لازم  های بیماران را پردازش و پیشدادهعظیمی از مجموعه

را انجام دهند. از این رو، وجود چنین سیستم پشتیبانی تصمیم به  
تواند به پزشکان در شرایط  عنوان یک ابزار کمکی و کاربردی می 

بیماری   زودهنگام  و دقیق در تشخیص  بسیار سریع  اضطراری 

ب نتایج  کند.  به ه  آلزایمر کمک  نیاز  مطالعه،  این  آمده در  دست 
زودهنگام  وجود مدل اهمیت تشخیص  و  ماشین  یادگیری  های 

 . دادها را به خوبی نشان بیماری آلزایمر توسط آن

در   بار،  اولین  برای  دارد.  بسیاری  قوت  نقاط  مطالعه،  این 
منظور   به  اسپارک  بستر  در  مختلف  رویکرد  دو  حاضر  مطالعه 

گرفتهپیش نظر  آلزایمر در  بیماری  زودهنگام  بهترین    بینی  شد. 

های این مطالعه نتایج امیدوار کننده داشته و زمان محاسباتی  مدل 
های مصورسازی  کمی دارند. برای درک بهتر پزشکان از تکنیک

و تفسیرپذیری استفاده شده تا با ایجاد شفافیت اعتماد آنان به  

های پیشنهادی افزایش پیدا کند. با این حال، این  بهترین مدل
کاستی  ضعفمطالعه  و  نبود  ها  دلیل  به  اول،  دارد.  نیز  هایی 

های بالا، در حال  یید با تعداد نمونهأداده بالینی مورد تمجموعه

های پیشنهادی این مطالعه بر  ضر امکان ارزیابی بهترین مدل حا
داده دیگر وجود نداشت. دوم، به دلیل کمبود منابع  روی مجموعه

سخت افزاری، حداکثر از سه کامپیوتر برای ایجاد بستر پردازش  

کتابخانه  ،شده  توزیع  نبودن  دلیل  به  سوم،  شد.  های  استفاده 
و  یادگیری عمیق در کتابخانه های خود اسپارک، امکان توسعه 

 های یادگیری عمیق وجود نداشت. سازی مدلپیاده

دو مدل درخت تصمیم و شبکه عصبی مصنوعی توسعه داده  
دقت   با  کارایی  بهترین  مطالعه  این  ام  % 61/98شده در  تیاز  ـو 

را از خود در شناسایی این بیماری نشان دهند.    %98/ 60،  1-اف
شفاف و  تفسیرپذیری  تصمیمهمچنین،  پروسه  گیری  سازی 

روی  مدل  بر  بار  اولین  برای  مطالعه  این  در  پیشنهادی  های 

گرفته است.  مجموعه داده بالینی بیماری آلزایمر مورد توجه قرار 
دست آمده این مطالعه بسیار امیدوارکننده بوده و بهترین  ه  نتایج ب

مطالعه می مدل  این  پیشنهاد شده در  یک  های  به عنوان  توانند 

و   ابزار کمکی با قابلیت تفسیرپذیری به پزشکان به طور دقیق 
سریع در شناسایی زود هنگام بیماری آلزایمر در بیماران کمک  

 کنند.
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می  پیشنهاد  آتی  کارهای  عنوان  مجموعه  به  که  شود 
های بالینی به همراه تصاویر ام آر آی مغز بیماران به عنوان  داده

های یادگیری ماشین چند وجهی داده شده تا  این  ورودی به مدل 
بیماریالگوریتم از  وسیعی  طیف  دقیق  طور  به  بتوانند  های  ها 

بیماری آن  درجه  و  پیشمغزی  زودهنگام  به صورت  را  بینی  ها 

مطالعه،   این  کاربردی  نتایج  به  عنایت  با  همچنین،  کنند. 
داده بالینی با  سازی مجموعهدر حال آمادهنویسندگان این مطالعه  

بینی زود هنگام بیماری  تعداد نمونه های بسیار بالا به منظور پیش

مدل  هستندآلزایمر   و  تا  داده  توسعه  آینده  در  را  بیشتری  های 
 . شودی ارزیاب

 

 تشکر و قدردانی 

گونه کمک هزینه تحقیقاتی از هیچ نهاد  این مطالعه هیچمحققان  
از آزمایشگاه   و  نداو سازمانی برای انجام این مطالعه دریافت نکرده

منابع   گذاشتن  اختیار  در  بابت  ارومیه  دانشگاه  ماشین  یادگیری 
 . نماییمو قدردانی می  تشکراین مطالعه سازی لازم برای پیاده
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