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Introduction: Alzheimer's disease is an irreversible neurological condition 

characterized by cognitive, behavioral, and memory impairments. Early 

prediction before the transition from mild cognitive impairment to Alzheimer's 

disease is still a challenging issue. This study aimed to identify factors 

associated with Alzheimer's disease.  

Method: This study proposes a framework for predicting Alzheimer's disease 

using data collected from the OASIS project, made available by the Washington 

University Research Center. In this study, a deep neural network was used for 

prediction. A particle swarm optimization (PSO) algorithm was employed for 

selecting appropriate features. The combination of these two methods increases 

the accuracy of the proposed prediction method.  

Results: The results indicate that the proposed method achieves higher 

accuracy with fewer features. Among the 11 features in this dataset, six features 

(age, socioeconomic status, Mini-mental state examination score, clinical 

dementia rating scale, estimated total intracranial volume, and normalized 

whole-brain volume) have a significant impact on predicting the disease. 

Among these six features, the clinical dementia rating scale is of great 

importance. 

Conclusion: This study investigated the influential factors and prediction of 

Alzheimer's disease. Early diagnosis of Alzheimer's disease allows for the 

provision of appropriate diagnostic and therapeutic services, as well as an 

improvement in patients' quality of life. The proposed method in this study is 

compared with various machine learning algorithms that have shown good 

accuracy in predicting Alzheimer's disease. The results indicate that the 

accuracy of the proposed method is higher with fewer features. 
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 مقدمه
 
 

 

 چکیده  

.  شودیو حافظه مشخص م  یرفتار  ی،است که با اختلالات فکر  یعصب  یرناپذبرگشت  یماریب  یک  یمرآلزا  یماریب    مقدمه: 

 است. یمرآلزا یماریعوامل مرتبط مبتلا به ب یینمطالعه تعاین  هدف از . است یز امر چالش برانگ  یک آن یهاول بینییشپ

از داده  ینا  : روش کار استفاده  با  پروژه    یآورجمع   هایمطالعه  از  دانشگاه    یقاتکه توسط مرکز تحق  OASISشده 

  یق عم  یاز شبکه عصب  مطالعه  ین. در اکندیم  یشنهادپ  یمرآلزا  بینییشپ  یبرا  یواشنگتن در دسترس قرار گرفته، چارچوب 

  یب کار رفته است. ترکه  ازدحام ذرات ب  سازینهبه  لگوریتم ا  ، مناسب  هاییژگیانتخاب و   ی . براشودیاستفاده م  بینییشپ  یبرا

که دقت   ینماش  یادگیریمختلف    هاییتم روش با الگور  ینشده است. ا  بینییشدقت روش پ  یشدو روش باعث افزا  ینا

 شده است. مقایسه اند،داشته یمرآلزا یماریب بینییشدر پ یخوب

مجموعه داده،   یندر ا یژگیو  11  ینبالاتر است. از ب ،کمتر یژگیبا و  یشنهادی دقت روش پ دهد ینشان م یج نتا : یافته ها

سطح کارکرد    بندیرتبه  ی،ذهن  یتصحت آزمون کوتاه وضع  یابینمره ارز  ی،اجتماع-یاقتصاد  یتسن، وضع  یژگیشش و 

  ین که در ب  را دارد یماریب بینییشدر پ  یادیز ثیرأحافظه، حجم  برآورد شده  داخل جمجمه و حجم نرمال شده کل مغز ت

 دارد.  یشتریب یتسطح کارکرد حافظه اهم بندیرتبه ،یژگیشش و  ینا

  یماری زودهنگام ب  یصپرداخته است. تشخ  یمرآلزا  یماریب  بینییشثر و پؤ عوامل م  یمطالعه حاضر به بررس  : گیرينتیجه 

شده    ئه. روش اراشودیم  یمارانب  یزندگ  یفیتبهبود ک  ین مناسب و همچن  یو درمان  یصیخدمات تشخ  ئه باعث ارا  یمر،آلزا

شده    مقایسه اند،داشته  یمرآلزا یماریب بینییشدر پ بیکه دقت خو ین ماش یادگیریمختلف   هاییتمبا الگور مطالعه ین در ا

 بالاتر است. ،کمتر یژگیبا و  یشنهادیدقت روش پ  دهدینشان م یجاست. نتا

 ازدحام ذرات  یسازینهبه یتمالگور یق،عم یادگیری یق،عم یشبکه عصب  یمر،آلزا یماریب : هاواژه کلید 
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 افراسیابی و موحدی                                                       DEEP-PSO   با استفاده از  یمرآلزا یماريب بینییشپ

  

 مقدمه
های ذهنی دست دادن کامل تواناییشود و تا از  آلزایمر، یک بیماری زوال عقل است که با اختلال خفیف حافظه در مراحل اولیه شروع می

به سختی قابل تعریف است، زیرا     AD (Alzheimer's disease)  م بالینی اولیه بیماری آلزایمرئ[. علا1] کندو جسمی پیشرفت می
توان آن را با انحطاط در برخی از مناطق خاص مغز مرتبط دانست. در ابتدا، های شناختی وجود دارد، اما می تنوع زیادی بین ناهنجاری

کند و در مراحل بعدی نیاز دهد. سپس بیمار را بیش از پیش وابسته میآلزایمر معمولًا از دست دادن حافظه و قضاوت ضعیف را نشان می
لائم تواند به طور موقت عبه نظارت مستمر دارد. اگرچه در حال حاضر هیچ درمانی برای آلزایمر وجود ندارد، اما دارویی وجود دارد که می 

بیمار   وابستگی کامل  مرحله  نتیجه  در  و  را کند کرده  بیماری  پیشرفت  ترا کاهش دهد،  به  میأرا  کوتاه وضعیت   .[1]  اندازدخیر  آزمون 
پرکاربردترین پرسشنامه   1975که در سال   MMSE (Mini-Mental Examination)ذهنی ای است که شش روش معرفی شد، 

زیرا به آموزش یا تجهیزات   ،گیردبه طور گسترده مورد استفاده قرار می  آزمایش[. این  2]   کندبررسی میمختلف توانایی شناختی بیمار را  
تواند به طور قابل اعتماد برای نظارت طولی پیشرفت آلزایمر مورد استفاده قرار گیرد. متأسفانه مشکل آن این است خاصی نیاز ندارد و می 

حساسیت ندارد. با    ،گیرد و برای اندازه گیری پیشرفت در صورت آلزایمر شدیدنی و تحصیلی قرار میکه تحت تأثیر عوامل جمعیتی، س
های امتیازی متفاوتی توان به عنوان شناختی طبیعی، مراحل خفیف، متوسط و شدید بیماری ارزیابی کرد. دامنهامتیاز، نتایج را می  30حداکثر  

 رش یافته استتادبیات تعریف و مورد بحث قرار گرفته است و بر این اساس به شکل فعلی آن گسها در بندی در طول سالبرای هر دسته
 MCI مرحله پیش شروع بیماری آلزایمر است. شناسایی افراد، MCI(Mild cognitive impairment) [. اختلال شناختی خفیف3]

تلاش زیادی برای توسعه راهبردهایی   .[3]  های مؤثر بسیار مهم استدرمانکه در معرض خطر بالای تبدیل به بیماری آلزایمر هستند، برای  
گذاری به منظور کاهش یا جلوگیری از پیشرفت بیماری انجام شده است. به  برای تشخیص زودهنگام، به ویژه در مراحل قبل از علامت

 (Magnetic Resonance Imaging)  های تصویربرداری عصبی پیشرفته، مانند تصویربرداری رزونانس مغناطیسیطور خاص، تکنیک
MRI  و توموگرافی گسیل پوزیترون  (Positron Emission Tomography)PET توسعه یافته و برای شناسایی نشانگرهای زیستی ،

است شده  استفاده  آلزایمر  با  مرتبط  مولکولی  و  تکنیک4]  ساختاری  در  سریع  پیشرفت  ادغام  [.  عصبی،  تصویربرداری  های داده های 
بنابراین علاقه به رویکردهای یادگیری ماشین  ، تصویربرداری عصبی چندوجهی در مقیاس بزرگ و با ابعاد بالا را چالش برانگیز کرده است

های شناخته شده تجزیه و تحلیل الگو، مانند تجزیه و یافته است. روش  به کمک رایانه برای تجزیه و تحلیل یکپارچه به سرعت افزایش
تحلیل تشخیص خطی، روش تقویت برنامه خطی، رگرسیون لجستیک، ماشین برداری پشتیبانی و پشتیبانی از حذف ویژگی بازگشتی ماشین  

های یادگیری برای استفاده از الگوریتم .[5] اندبینی پیشرفت آلزایمر مورد استفاده قرار گرفته بردار، برای تشخیص زودهنگام آلزایمر و پیش
بندی مبتنی بر ویژگی نیاز است. این معمولًا به چهار مرحله، استخراج ویژگی، انتخاب ویژگی، کاهش ابعاد و انتخاب الگوریتم طبقهماشین 

از روش شبکه عصبی    مطالعهدر این    .دنسازی هستند که ممکن است زمان بر باشها نیازمند دانش تخصصی و مراحل متعدد بهینه روش 
 ینقرار گرفته است. ا  یرد بررسموOASIS2  [6  ]  عمیق برای تشخیص آلزایمر استفاده شده است. برای ارزیابی روش مجموعه داده

 یساز بهینه  یتمدارند، از الگور  یمرآلزا   یماریب  صیخدر تش  یمهم  یرث أکه ت  هایییژگیکردن و  یداپ  یاست، برا  یژگیو  11  یمجموعه دارا
برای های اکتشافی  های مهم محاسبات تکاملی با قابلیتسازی ازدحام ذرات یکی از تکنیکالگوریتم بهینه   ازدحام ذرات استفاده شده است.

به عنوان ویژگی دنبال پیدا کردن یک زیرمجموعه ویژگی  به  الگوریتم  این  انتخاب ویژگی است.  الگوریتم های مهم است.  حل مسائل 
 . [7،8] پیدا کند  حل بهینه براساس یک فرآیند جستجوی تکراریکند یک راهتلاش می سازی ازدحام ذراتبهینه

استفاده   یمختلف  یهاتمیالگور  یطراح  یو علم آمار است که از آن برا  وتری حوزه علوم کامپ  میاز مفاه  یاشامل مجموعه  نیماش  یریادگی
ر یالگوها، مقاد  ن یبپردازند تا با استفاده از ا  یآموزش  یهاموجود در داده   ی الگوها  ییطور خودکار به شناسابه  توانندیم  هاتمیالگور  نی. اشودیم

تر از ای از یادگیری ماشین است که از لحاظ ریاضی مدل آن پیچیده. یادگیری عمیق زیرشاخهکنند   ینیب شیپ  دیجد  یها داده  یبرارا    هدف
 یمرآلزا  یصتشخ  یبرا  ینماش  یادگیریدر حوزه    یادیز  یحال حاضر کارها  دریادگیری ماشین است و نیاز به داده بیشتر برای آموزش دارد.  

  شتر ـی. باندتهـشدا  یماریب  یصدر تشخ  یدقت خوب  یقمـع   ادگیریـیو    یبانبردار پشت  ینروش ماش  های پیشین. در بین روش شده است  ارائه
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 ی که بر رو ییشود، دسته اول کارهامی یم به دو دسته تقسانجام شده  کارهایبوده است.   MRI یرتصاو یانجام شده بر رو یکارها 

 .دست آمده استه ب یمارب ینیبال یتو وضع یراز تصاو یاستخراج یهایژگی و یکه بر رو ییدوم کارها هانجام شده و دست یرتصاو
 ی. شبکه عصبکنندیاستفاده م  یماریب  یصتشخ  یبرا  یقعم  یادگیری  هایاز روش  یشترب  کنند،یکار م  یرتصاو  یکه بر رو  هاییپژوهش

 . دارد یرتصاو یبند در طبقه یکانولوشن دقت خوب
 یمرآلزا یمارانب MRI یرتصاو بندیطبقه یبرا [ 9،10]  کانولوشن یاز شبکه عصب  و همکاران و تقی زاده و همکاران Salehiه در مطالع

 یک و   AlexNet   ، VGG16کانولوشن  یاز شبکه عصب  [  11]  دیگر  ایمطالعهدر    .دست آمده استه  ب  یقابل قبول  یج استفاده شده و نتا
 .است یمارانب MRI یرتصاو یمطالعه ورود   یناستفاده شده است. در ا یمرآلزا یصتشخ یبرا یشنهادیشبکه کانولوشن پ

  یرشبکه تصاو  ینا  ی. وروداستفاده شده است  یذهن  یتآزمون کوتاه وضع  یارمع بینینیز برای پیش   [12]  یبازگشت  یقعم  یاز شبکه عصب
MRI از افراد گرفته شده است یزمانست که در فواصل مختلف ا. 

  یهشود، سپس بر اساس حجم ناحیسگمنت م MRI تصاویر  ابتدا  هاروش   ینکه در ا  شوندیاستفاده م  بینییشپ  یبرا  یزن  یگرید  هایروش 
  ت.استفاده شده اس UNet مانند یقعم یعصب هایها از شبکهمدل  ین[. در ا13] گرددیم بینییشپ یماریمغز ب یدسف

پ  یخوب  یجنتاMRI   یرتصاو  یبررس  اگرچه روش   ؛دارد  یماریب  بینییشدر  ن  هایبر شبکه  یمبتن  هایاما  ز  یازمندکانولوشن  و    یادداده 
کامپسخت از طرف  یوتر افزار خوب  از روش   کارهایی  هاروش   دوم  دسته .  است  برزمان  هامدل  ین ا  یادگیری  یاست.  که   یسنت  هایاست 

توسط فرد خبره استخراج شده، استفاده    یا و    ینیکه از اطلاعات بال  یاستخراج   هایویژگی  از  هاروش   این.  کنندیاستفاده م  ین ماش  یادگیری
   .کنندیم

 یک استخراج شده سپس از تکن MRI یرتصاو  یهاگابور از مجموعه داده  یلترها با استفاده از فیژگی[ و14]  Chitra و     Aruna  مطالعه  در
 با کرنل SVM .استفاده شده است یصتشخ یمختلف برا هایبا کرنل SVM (Support vector machine)  یبانبردار پشت ینماش

(Radial Basis Function) RBF   پژوهشداشته است. در    ییدقت بالا   Ramírez   امزودهنگ  ییشناسا  یبرا  یز[ ن15]    و همکاران 
 . شده است رائها RBF با کرنل SVM بر اساس مدل یانهکاملاً خودکار به کمک را یصیتشخ یستمس یک یمرآلزا یماریب

از   یاستخراج  هاییژگی و و  یمارب  ینیبال  هاییژگیمجموعه داده شامل و  ینانجام شده است. ا    OASIS2هایداده  یبر رو  یزن  کارهایی
درخت   یک،لجست  یانمانند گراد  ینماش  یادگیریمختلف    های[ روش 16]و همکاران    Arora  مطالعهاست. به طور نمونه در     MRI یرتصاو
دقت   (Gradient boosting)  یانگراد  یتتقو  یتمگورال  هاروش  یناست. در ب  گرفتهقرار    یمورد بررس  ی و جنگل تصادف SVM   یم،تصم

 .داشته است یبالاتر
 یمر آلزا  بینییشپ  یبرا SVM کار شده، که از روش   OASIS2 مجموعه داده  یبر رو  یز[ ن17]و همکاران    Battineni   مطالعه    در

 .استفاده شده است
آزمون  ش ابتدا با رو  هاآن مطالعه ینانجام شده، در ا یبررس  OASIS2 مجموعه داده یبر رو یز[ ن18]  و همکارانDhakal  مطالعه در
انتخاب و  یخ  ، نیورگرس  ی،جنگل تصادف،  SVMمانند آدابوست،    ینماش  یادگیریمختلف    هاییتمصورت گرفته، سپس الگور  یژگیدو 

 .داشته است یدقت خوب  SVM هاروش  ین، در باندقرار گرفته یمورد بررس KNN و یمدرخت تصم
است  هایییژگیبا استفاده از و یمرآلزا یماریب بینییشهدف پ مطالعه نیز ین در ا شود،یاستفاده م بینییشپ یبرا هایژگیو ین هم از ا هنوز

 موجود است.  OASIS2که در مجموعه داده 

 

 کار  روش
ا ترک  مطالعه  یندر  عصب  یتمالگور  یباز  ذراتینه به  الگوریتم و   یقعم  یشبکه  ازدحام   Particle Swarm Optimization)  ساز 

Algorithm) PSO یتمالگور یابیروش تابع ارز یناستفاده شده است. در ا یماریب یصتشخدر مؤثر  یژگیانتخاب و یبراPSO یزان ، م 
 .نشان داده شده است پیشنهادیفلوچارت روش  1است.  در شکل  یقعم یدقت شبکه عصب
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اما در مرحله   ید،دست آه  ب  یشبکه عصب  یمناسب با دقت بالا  هاییژگی تا و  شودیدو روش استفاده م  ینا  یبمرحله آموزش از ترک  در
ا  یاستخراج   هاییژگیو  آزمایش داده  هایژگیو  ینمشخص شده است و  م  آزمون   هایاز  به شبکه عصب  شوندیانتخاب  داده   یقعم  یو 

 .شوندیم

 
 فلوچارت روش پیشنهادي  : 1 شکل

 

 یق عم یادگیريروش 
الگور  ین نو  یاشاخه  یقعم  یادگیری مفاه  ینماش  یادگیری  هاییتماز  که  کمک    یماست  به  را  بالا  ر  یادگیریسطح   یاضیاتی روابط 

بیرخطیغ/ی)خط  م  هاییه، در سطوح و لا یو خروج   یورود  هاییهلا   ین( موجود  اکندیمختلف مدل  از   یاسلسله  هایهن لا ی. در واقع 
  ینشامل چند  یقعم  یادگیری  یها[. ساختار مدل19]  را دارد   یم مفاه  ینا  یادگیری  یفهوظ  یقعم  یکه شبکه عصب  دهندی را شکل م  یمیمفاه

 ی ورود  یهاداده  یافتدر یتکه مسئول شوندیمحسوب م یقعم یهامدل یو خروج  یورود هاییهلا  یی،و انتها ییابتدا یهاست که لا  یهلا 
قرار دارند،    یو خروج   یورود  هاییهلا   ینکه در ب  یزن  یقعم  یهامدل  یانیم  هاییهفه لا یمدل را برعهده دارند؛ وظ  یینها  یو ارائه خروج 

 یعنی  ینماش  یادگیریآموزش    یکرداز هر چهار رو  توانیم  یق،عم  یادگیری  یهاها است. به منظور آموزش مدلداده  یالگوها  ییشناسا
 . استفاده کرد یتیتقو یادگیریو  دهنظارت ش یمهن یادگیریبدون نظارت،  یادگیرینظارت شده،  یادگیری

عمق   ،باشد  یشترب  یانیم  هاییهداشته باشند. هر چه تعداد لا   یانیم  یهلا   یکاز    یش که ب  شودیگفته م  یی هابه شبکه  یقعم  یعصب  شبکه
  اند. از شبکهجود آمده ه وها باز داده   یچیدهپ  یبا هدف کشف الگوها  یقعم  یعصب  یهاطور که گفته شد، شبکه. همانشودیم  یشتر شبکه ب

شامل   یزرا ن  یتیتقو  یادگیریکه دارد،    یساختار  یلو به دل  شودیاستفاده م  یبندو خوشه  یبندچون دسته  ییکاربردها  یبرا  یقعم  یعصب
رایج.  شودیم الگوریتماز  میترین  عمیق  یادگیری  چندلایههای  پرسپترون  مدل  عصبی ( Multilayer Perceptrons)  توان  شبکه   ،

های باور و شبکه  ( NetworksRecurrent Neural)  شبکه عصبی بازگشتی  (،Convolutional Neural Networks)  کانولوشن
شود، های عصبی کانولوشن برای تشخیص الگو و توصیف تصاویر استفاده میاز شبکهنام برد.    [20]  (Deep Belief Networks)  عمیق

  ،  AlexNet  ،VGGNet،GoogLeNet  هایشبکهتوان  ه شده که میئهای عصبی کانولوشن ارارای شبکه بهای گوناگونی  معماری
ResNet، MobileNet  ،YOLO و UNET [21]  .را نام برد 

 مشخص کردن تعداد ویژگی

 مقدار دهی اولیه به ذرات

 ارزیابی ذرات

بررسی و تعیین بهترین موقعیت 

جمعیتهر ذره و   

شرط خاتمه 

 الگوریتم

 روزرسانی سرعت و موقعیتبه

 حرکت ذرات

 پایان

 خیر

 بله

 شروع
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و ضبط   دئویو  صی تشخ  ر،یتصو  صی تشخ  یبراهای باور عمیق نیز  و از شبکه های سری زمانی  از شبکه عصبی بازگشتی نیز برای داده
است. به همین   [22]   های آمارییا دادههای استخراج شده از تصاویر  های پرسپیترون ویژگیشود. ورودی شبکهاستفاده می   هاحرکت داده

  بهره گرفته شده است. چندلایه دلخواه از شبکه یجبه نتا یابیدست یدر مطالعه حاضر برادلیل 
 روش ینشده در ا ارائهمدل شبکه  يمعمار
  16دوم  یهاست. در لا  هایژگیبه تعداد و یورود  11نورون و  32 یاول دارا یهشده است. لا  یلتشک یمخف یهلا   4از  قیعم یمعمار  شبکه

 یه، لا  یک یاصل یه. بعد از هر لا دهدیشبکه را نشان م یینها خروجیآخر   یهنورون دارند و  لا  4چهارم  یهنورون و لا  8سوم  یهنورون ، لا 
Batchnormalization  تسر منظور  پا  یعبه  عصب  یداریو  اقرار    یقعم  یشبکه  است.  شده  و   یاستانداردساز  یاتعمل  یهلا   ینداده 

استفاده    یهبعد از هر لا   برازش یش از مشکل ب  یری جلوگ  یبرا  Dropout هاییهاز لا   ین. همچندهدیرا انجام م  یههر لا   یورود  یسازنرمال 
در نظر  SGD  (Stochastic gradient descent) مدل سازینهو به MSE (Mean Squared Error) شده است. تابع ضرر شبکه

 . شده است یمتنظ یپاکا 100ها در داده   آزمونگرفته شده است. آموزش و 

 ازدحام ذرات  يسازینهبه یتمالگور
بر    یتمالگور  ینشده است. ا  ارائه  1995  بار در سال  یناست که اول  یجمع   یجستجو   یتمالگور  یک،  [23]ساز ازدحام ذرات  ینهبه  الگوریتم

جستجو    یبه دنبال غذا هستند و غذا در فضا  ییدر فضا  یبه صورت تصادف   ناز پرندگا  یپرندگان مدل شده است. گروه  یرفتار اجتماع   یمبنا
دارد که توسط تابع    یستگیمقدار شا  یکهر ذره   ساز ازدحام ذراتینهبه  الگوریتم. در  یندفضا را ذره گو  ینمحدود است. هر راه حل در ا

سرعت دارد که حرکت ذره    یکخواهد شد. هر ذره    یشترمقدار تابع ب  ،شود  تریک . هر چه به هدف نزدشودیمقدار آن محاسبه م  یستگیشا
 .شوندیمسئله دنبال م یحرکت در فضا امهاد یبرا ینه،. در هر مرحله ذرات بهکند یم یترا هدا

که ذرات به آن   یتیموقع  ین سپس در هر گام بهتر  شوند،یانتخاب م  ی تصادف(  V_i)  و سرعت آنان(  X_i)  ذرات  یتابتدا موقع  یتمالگور  در
 ( gbest) دست آمدهه  ب  ینسل تا مرحله مورد بررس  ینکه تاکنون از اول  یتیموقع  ینبر آن بهتر  هشود. علاویم  یرهذخ(،  pbest)  اندیدهرس

 .شودیم  یرهذخ یزن
 . شوندیم یبه روز رسان 2و  1ذرات با استفاده از معادله  مقدار

 
(1 )  𝑋𝑖 (𝑡 + 1) = 𝑋𝑖 (𝑡) + 𝑉𝑖 (𝑡 + 1) 
(2 )  𝑉𝑖 (𝑡 + 1) = 𝑤𝑉𝑖 (𝑡) + 𝑐1𝑟1 (𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑋𝑖 (𝑡)) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖 (𝑡)) 

 
 

 مقدار ثابت هستند.  𝑐2و    w   ،𝑐1عدد تصادفی بین صفر و یک،  𝑟2و  𝑟1مقدار 
 نشان داده شده است.  PSOفلوچارت الگوریتم  2در شکل 
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 PSOفلوچارت الگوریتم  : 2شکل 

 
 =و   =7298/0w   مطالعهدر این    PSOالگوریتم    ینسل بررسی شده است. مقدار پارامترها  20و     50تعداد جمعیت    مطالعهدر این  

4962/1 𝑐1=  𝑐2   .منظور شده است 

 

 مجموعه داده 
ا داده   هشوپژ  یندر  اا  OASIS2   [6] یهااز مجموعه  است.  داده  ینستفاده شده  داده شامل  و   یعصب  یربرداریتصو  هایمجموعه 

افراد در طول   یمغز  یرو تصاو  ینیاستخراج شده از اطلاعات بال   هایمجموعه شامل داده   یناز افراد مبتلا و سالم است. ا  ینیاطلاعات بال
است که    یشده، فرد  یمار. منظور از فرد بدنشویم   یمتقس  یمارشدهو فرد ب  یمارداده، افراد به سه گروه سالم، ب  همجموع  ینزمان است. در ا

 ( R)سال و راست دست   96تا    60از    یمحدوده سن  یافراد دارا  ینچندماه بعد دچار شده است.  ا  یاما در ط  ؛نداشته  یمرآلزا  یبررس  یدر ابتدا
  های بررسی  تعداد  با  مجموعه  در.  اند از دو بار در جلسات اسکن شرکت کرده  یشنفر، زن و مرد، که ب  150هستند. مجموعه داده  شامل  

 ی شامل تعداد بررس  یورود   یها یژگیاست. و  یخروج   1و    یژگیو  12شد. هر سطر در مجموعه داده شامل    یآورنمونه جمع  373مختلف  
حجم برآورد شده   اجتماعی،–  یاقتصاد  یتوضع  ،وری دادهآسال جمعچپ بودن، سن،    یا  استدست ر  یت،جنس  ی،قبل  MR فاصله از   یمار،ب

سطح   بندیرتبه  ی،ذهن  یتصحت آزمون کوتاه وضع  یابی ، نمره ارزپذیری اطلسضریب مقیاس داخل جمجمه، حجم نرمال شده کل مغز،  
 یماریشدت ب  شودیم  تریک نزد  3. هرچه به  دهدیم  سبتن  هایشاست که پزشک بر اساس سابقه و آزما  3تا    0  ینکارکرد حافظه )مقدار ب

 تشریح شده است.  OASIS2های مجموعه داده  ویژگی یاطلاعات آمار 1در جدول  .است( یشترب

 ها پیش پردازش داده
با مشکل توز  یبرا  ینماش  یادگیری  یتمالگور  یک  گاهی که تعداد    دهدیرخ م  یاتفاق زمان  ینرو است، اهها روبنامتعادل داده   یعآموزش 
 یها کلاس   یممانند درخت تصم  ین، ماش  یریادگی  یهاکیها باشد. در تکنکلاس   یر از سا  یشترب  یاکمتر    یارها بساز کلاس   یکی  در  هانمونه

براشودی م  رفتهگ  یدهناد  یتاقل ا  یریجلوگ  ی.  استفاده    (oversampling)  گیرینمونهیشب  از جمله  یمتعدد  هاییکتکن  ،اتفاق  یناز 
 .شودیم

 (Synthetic Minority Oversampling Technique)  یبیترک  یتاقل  گیرینمونهیشب  یکتکن  یبردار نمونه  یجرا  یها از روش   یکی
SMOTE    [24]  کندیم  یدکلاس تول  ینموجود در ا  یها نمونه  یگیدر همسا  یدیجد  یها نمونه  یت،کلاس اقل  یبرا  یتمالگور  یناست. ا .

ها داده  یسازها نامتعادل است، به منظور متعادلها به علت محدود بودن نمونهموجود در کلاس   یهامطالعه تعداد نمونه  ینکه در ا  ییاز آنجا

 مقدار دهی اولیه  .1

 تصادفی  𝑋𝑖مقدار دهی اولیه   •

 تصادفی  𝑉𝑖مقدار دهی اولیه   •

 𝑓(𝑋𝑖)محاسبه تابع شایستگی   •

= 𝑝𝑏𝑒𝑠𝑡𝑖 مقدار دهی  • 𝑋𝑖  

  𝑋𝑖با بهترین مقدار  gbestمقدار دهی  •

 مراحل زیر تا زمان شرط توقف تکرار شود:  .2

𝑉𝑖به روز رسانی   •
𝑡  و𝑋𝑖

𝑡  ( 2(و )1با استفاده از معادله) 

𝑓(𝑋𝑖ارزیابی تابع شایستگی   •
𝑡) 

𝑓(𝑝𝑏𝑒𝑠𝑡𝑖)اگر   • < 𝑓(𝑋𝑖
𝑡)   انگاه𝑝𝑏𝑒𝑠𝑡𝑖 = X𝑖

𝑡 

𝑓(𝑔𝑏𝑒𝑠𝑡)اگر   • < 𝑓(𝑋𝑖
𝑡)   انگاهgbest = X𝑖

𝑡 
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اعضا را دارد، شروع   یشینهکه ب  یگروه  یهااستفاده شده است با در نظر گرفتن تعداد نمونه   یریگنمونه  یبرا  SMOTEاز روش    در کلاس 
  یشینه ها به اندازه گروه بر گروهیسا  یتابع تعداد اعضا   ی. پس از اجراکندیها مکلاس   یرموجود در سا  یهامشابه نمونه  ییهابه ساخت نمونه

 .شودیم
 

 OASIS2های مجموعه داده : اطلاعات ویژگی1جدول 

 انحراف معیار  میانگین  توضیحات  نام ویژگی
 Visit 2 1 یمار ب یتعداد بررس 

 635 روز  MR Delay 595 قبلی  MRفاصله از 

 - - Gender جنسیت 

 - - Hand راست یا چپ بودن دست 

 Age 10/77 8/7 سن

 Years of education (EDUC) 5/14 8/2 سال جمع آوری داده

اجتماعی که توسط شاخص -اقتصادیوضعیت 
 موقعیت اجتماعی هالینگزهد ارزیابی شده 

Socio Economic Status (SES) 3/2 07/1 

 Mini Mental State امتیاز آزمون کوتاه وضعیت ذهنی 

Examination (MMSE) 
5436 /27 52/3 

 Factor Scaling Atlas ضریب مقیاس پذیری اطلس 
(ASF)  

20/1 13/0 

 Estimated Total Intracranial داخل جمجمه تخمین زده شده حجم کل 

Volume (eTIV) 
45/1 176/0 

 Normalize Whole Brain حجم کل مغز نرمال شده 

Volume (nWBV) 
73/0 03/0 

 Clinical Dementia Rating سطح کارکرد حافظه  بندیرتبه

(CDR) 
- - 

 
 

 نتایج
های یادگیری ماشین نیز مقایسه شده است. برای مورد بررسی قرار گرفت. نتایج با روش   مطالعههای مختلف شبکه عصبی در این  مدل

 ارزیابی دقت روش، چند معیار مورد بررسی قرار گرفت. 

 

(3 ) Accuracy=
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

 

(4 ) precision=
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

(5 ) Recall=
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

(6 ) F1 score=
2∗𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
 

 
 True)  شده،    ییاشتباه شناسا FP  (Positives False)   شده،  ییاست که درست شناسا  یموارد TP  (Positives True)  هادر معادله

Negatives )TN رد شده و یبه درست (Negatives False)  FN  .اشتباه رد شده است 
چپ بودن حذف شد، چون تمام افراد    یادست راست    یژگی. وانجام شده است  SMOTEبا روش    ییداده افزا  یقاستفاده از شبکه عم  برای

داده شده است، به طور مثال    pso-deepهر بار به مدل    یژگیو  11تا    یکاز    یبیروش ترک  یابیارز  یدست راست هستند. برا  یمورد بررس
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 ین بهتر  یت. در نهاآوردیدست مه  دارند را ب   ییکه دقت بالا   یژگیو  5  یژگی و  11  ین ، از بPSO  یتماست، الگور  5برابر    یژگیتعداد و  یوقت
 نشان داده شده است.   2 دقت را داشته در جدول  یشترینکه ب یژگیتعداد و
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- یاقتصاد  یتوضع  -6  ،وری دادهآسال جمع    -5سن،  -4  یت،جنس  -3  ی،قبل   MRفاصله از    -2   یمار،ب  یتعداد بررس  -1ها شامل  ویژگی
حجم برآورد شده داخل جمجمه،    -9سطح کارکرد حافظه،    بندیرتبه-8  ی،ذهن  یتصحت آزمون کوتاه وضع  یابینمره ارز-7  اجتماعی،–

 است.  ضریب مقیاس پذیری اطلس -11حجم نرمال شده کل مغز،  -10
انتخاب شده است. در جدول  آزمایش  یبرا یصورت تصادفه نمونه ب 75اند. قرار گرفته یمورد بررس  یزن یقمختلف شبکه عم هایمدل

حالت شبکه   ین نشان داده شده است. بهتر PSO  یتمهر مدل با استفاده از الگور  یبرا  یاستخراج   هاییژگیمختلف، تعداد و  یساختارها   2
 است.  یمخف یهلا  4با  یعصب

 

 
 هاي عصبی با ساختارهاي مختلف شبکه ارائه: مقایسه دقت مدل 2 جدول

 
 

 
 

 

 

 
 84بندی سطح کارکرد حافظه الگوریتم دقت  طور مثال با یک ویژگی رتبهه  نشان داده است. ب  3  های استخراجی در جدولنتایج ویژگی

 دست آورد. این ویژگی در تمام حالات انتخاب شده است. ه درصد را ب
بندی سطح کارکرد اجتماعی، نمره ارزیابی صحت آزمون کوتاه وضعیت ذهنی، رتبه–ویژگی سن، وضعیت اقتصادی   6در بهترین حالت نیز  

 اند. حافظه، حجم  برآورد شده داخل جمجمه و حجم نرمال شده کل مغز انتخاب شده
 

 شده ارائههاي استخراجی با مدل : ویژگی3 جدول

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 دقت 

(Accuracy) 

تعداد ویژگی  

 استخراجی 

 روش 

 شبکه عصبی با یک لایه  9 33/93
 شبکه عصبی با  دو لایه مخفی  8 33/93

 شبکه عصبی با سه لایه مخفی  3 92
 شبکه عصبی با چهار  لایه مخفی  6 33/97

 شبکه عصبی با پنج  لایه مخفی  7 96

هاي شماره ویژگی دقت 

 انتخابی 

 تعداد ویژگی 

84 8 1 
84 8،9 2 
86 7،8،9 2 
88 6،8،10،11 4 
90 4،5،7،8،11 5 
97 4،6،7،8،9،10 6 
93 2،3،4،6،7،8،9 7 
96 2،3،4،6،7،8،9،10 8 
94 2،3،4،6،7،8،9،10،11 9 
94 1،2،3،4،5،6،7،8،9،10 10 
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 گیري بحث و نتیجه

قرار گرفته است.   یمورد توجه بهداشت جهان  یاربس  یماریو کاهش سرعت روند ب  یعسر  یصاست که تشخ  یجد  هاییماریاز ب  یکی  یمرآلزا
ساز ازدحام ینهبه  یتمو الگور  یقعم  ی از شبکه عصب  مطالعه  ینخواهد شد. در ا  یشتردر جامعه ب  یماریب  ینسالمندان، ا یتسن جمع  یشبا افزا

  یژگی انتخاب و  یساز ازدحام ذرات براینهبه  یتماستفاده شده است. الگور  یمارشدهو فرد ب یماربه سه دسته فرد سالم، ب  بندیطبقه  یذرات برا
تابع شاه  ب و  رفته  نتا  بندیدر طبقه  یقعم  یدقت شبکه عصب   یتمالگور  ینا  یستگیکار  داد،    یجاست.   یتسن، وضع  یژگیو  ششنشان 

سطح کارکرد حافظه، حجم برآورد شده داخل جمجمه و   یبند-رتبه  ی،ذهن  یتآزمون کوتاه وضع  تصح  یابینمره ارز  اجتماعی،–یاقتصاد
های دیگر یادگیری ماشین در جدول بهترین حالت برای این ساختار با الگوریتمثر است.  ؤم  یماریب  یصحجم نرمال شده کل مغز در تشخ

 مقایسه شده است. 4
اما    ؛حساسیت این روش به داده افزایی است  SVMبیان شده، علت پایین بوده مدل    [16]  و همکاران  Arora  مطالعهطور که در  همان

بدون داده    SVMیز از  ن  [18]  و همکاران  Dhakal  مطالعهها بیشتر باشد، دقت نیز بالاتر است. در  مدل شبکه عمیق هر چه تعداد نمونه
ثر در تشخیص ؤهای معلاوه بر بهبود دقت، ویژگی  پژوهششده در این    ارائهدرصد بوده است. روش    0/ 96افزایی استفاده شده، که دقت  

 . بیماری را نیز شناسایی کرده است
 

 هاي یادگیري ماشین  شده با سایر الگوریتم ارائه: مقایسه روش 4 جدول

 

 

 
 
 
 
 
 
 
 
 
 

افزایی سبب شد تا بتوان با استفاده  استفاده از داده  دهد.نشان میها  های بالینی و اهمیت دادهمدل پیشنهادی نتایج خوبی برای تفسیر داده
 ،گیر و ناممکن خواهد بودترکیب تمام حالات ویژگی کار زمان.  از شبکه عصبی عمیق که نیاز به داده بیشتر دارد، نتایج خوبی حاصل شود

های مناسب باعث انتخاب ویژگی   PSOهای تکاملی مانند روش  استفاده از روش های تکاملی باعث حل بهینه مسئله خواهند بود.  الگوریتم
به عنوان کارهای     الگوریتم خوب در انتخاب ویژگی است.علت همگرایی سریع و تعداد پارامتر کم یک  ه  ب  PSOالگوریتم    شد.  در این مدل

ترین مشکل روش  از طرفی بزرگ  گردد.  یبترک  کندیکار م  یربا تصو  یمکه مستق  هاییروش با روش   ینا  یخروج  گردد یم  یشنهادپآتی  
های جدیدتر نیاز است مجموعه  مدلشبکه عصبی عمیق حجم داده است چون با داده کم نتایج خوبی نخواهند داشت. برای کار و توسعه  

 آوری شود. داده بیشتری جمع
 

  منافع تعارض
 گزارش نشده است. یگونه تعارض منافع  هیچ

 

 F  معیار

(F1 score) 

 صحت 

(Precision ) 

 پوشش 

(Recall) 

 دقت 

(Accuracy) 

 روش 

26/0 19/0 40/0 36/0  [16]   SVM 

70/0 57/0 63/0 54/0 Logistic 

Regression 

[16 ] 

81/0 81/0 80/0 90/0 Light GBM 
 [16 ] 

86/0 87/0 85/0 93/0 [16] Decision 

Tree 
92/0 93/0 90/0 96/0 Gradient 

[16]  Boost 

86/0 87/0 85/0 93/0 DEEP 

95/0 94/0 92/0 97/0 DEEP-PSO 
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