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Article History: Introduction: Larynx cancer can be benign or malignant based on various

factors. This research aimed to provide a machine learning-based model to
improve the diagnosis of individuals with larynx cancer.
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Method: In the first step, the voices of the people who visited the medical

centers (including the sounds (A), (E), and (O)) were recorded and considered
as a data set. In the second step, the data were classified into three classes
(benign cancer, malignant cancer, and healthy) by a specialist. In the third step,
the data cleaning was done. In the fourth step, the features related to sound were
extracted from the data. In the fifth step, five machine learning models
including SVM, Decision Tree, Naive Bayes, MLP, and Random Forest were
implemented on the data set. Finally, the performance of the models was
evaluated using evaluation criteria such as accuracy, F-score, and other
evaluation criteria.
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higher accuracy than other models for the sound (A) and sound (O) with an
accuracy of 0.818, and the sound (E) with an accuracy of 0.818 in the model
MLP had the highest accuracy.

Conclusion: The present study evaluated machine learning models for the
diagnosis of laryngeal cancer based on audio data. The results showed that the
use of the SVM model for the diagnosis of laryngeal cancer can help diagnose
this disease more accurately and provide reliable results.
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