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Abstract  

Introduction: Larynx cancer can be benign or malignant based on various 

factors. This research aimed to provide a machine learning-based model to 

improve the diagnosis of individuals with larynx cancer. 

Method: In the first step, the voices of the people who visited the medical 

centers (including the sounds (A), (E), and (O)) were recorded and considered 

as a data set. In the second step, the data were classified into three classes 

(benign cancer, malignant cancer, and healthy) by a specialist. In the third step, 

the data cleaning was done. In the fourth step, the features related to sound were 

extracted from the data. In the fifth step, five machine learning models 

including SVM, Decision Tree, Naïve Bayes, MLP, and Random Forest were 

implemented on the data set. Finally, the performance of the models was 

evaluated using evaluation criteria such as accuracy, F-score, and other 

evaluation criteria. 

Results: The results of the implementation showed that the SVM model had a 

higher accuracy than other models for the sound (A) and sound (O) with an 

accuracy of 0.818, and the sound (E) with an accuracy of 0.818 in the model 

MLP had the highest accuracy. 

Conclusion: The present study evaluated machine learning models for the 

diagnosis of laryngeal cancer based on audio data. The results showed that the 

use of the SVM model for the diagnosis of laryngeal cancer can help diagnose 

this disease more accurately and provide reliable results.  

Keywords: Laryngeal cancer, Machine learning, Deep learning, Artificial 

intelligence 
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خیم یا بدخیم باشند. هدف این پژوهش بهبود مدلی مبتنی توانند خوش سرطان حنجره بر اساس عوامل مختلف می  مقدمه: 

  باشد. بر یادگیری ماشین جهت ارتقاء تشخیص افراد درگیر با سرطان حنجره می 

اند )شامل آواهای )آ(، )ای(، )او(( ضبط شده و به ، صداهای افرادی که به مراکز درمانی مراجعه کرده گام نخست  : روش کار

خیم،  سرطان خوش   ها توسط پزشک متخصص به سه کلاسداده در گام دوم    ؛انددر نظر گرفته شدهعنوان مجموعه داده  
های مرتبط ویژگیدر گام چهارم    ؛ها انجام شده استگام سوم مرحله پاکسازی داده   ؛ دراندسرطان بدخیم و سالم تقسیم شده 

  SVM  ،Decision Tree  ،Naïve Bayes  ،MLPماشین  مدل یادگیری    5در گام پنجم،  و    ها استخراجبا صدا از داده 

-Fاستفاده از معیارهای ارزیابی مانند دقت،  سازی شده است و در آخر با  ها پیاده بر روی مجموعه داده   Random Forest   و 

score   ها ارزیابی شده استو دیگر معیارهای ارزیابی، عملکرد مدل.  

 ر ینسبت به سا  یبالاتر  ، دقت818/0  دقتآوای )او(  با  و      )آ(  یآوا  یبرا  SVMمدل  سازی نشان داد که  نتایج پیاده   : هایافته

 باشد. بالاترین دقت را دارا می MLPدر مدل  818/0)ای( با دقت   آوای  ها از خود نشان داده است،مدل

ی صوت  یهاسرطان حنجره بر اساس داده   صی تشخ  یبرا  ن یماش  یریادگی  یهادلبه ارزیابی م  پژوهش حاضر،    : گیرينتیجه 

  ص ی در تشخ  یشتریدقت با  ب  تواندی محنجره  سرطان    ص یتشخ  یبرا  SVMاستفاده از مدل  که  نشان داد  نتایج    ،پرداخته است

 را فراهم آورد.  یقابل اعتماد جیکمک کند و ارائه نتا  یماریب نیا

 سرطان حنجره، یادگیری ماشین، یادگیری عمیق، هوش مصنوعی : هاواژه کلید 

 

 

 

 

 

 

 مقاله   اطلاعات

 سابقه مقاله 

22/12/2140  دریافت:   

13/5/1403پذیرش:   

31/6/1403انتشار برخط:   

   مسئول:   سندهینو *

 سوده حسینی 

 ایمیل: 

so_hosseini@uk.ac.ir 
 

سید   یآراد فرشته، موسوارجاع:  

حس عام   ینیمحمد،    زاده یسوده، 

شمیمر   ص ی تشخ.  وبیا   یخی، 

هوشمند سرطان حنجره با استفاده  

روش .  نیماش  یریادگی  یهااز 

  ست یسلامت و ز  کی مجله انفورمات

 . 115-30(: 2)11؛ 1403 یپزشک

 

 

 

 

ی مقاله پژوهش  

 [
 D

O
I:

 1
0.

34
17

2/
jh

bm
i.2

02
4.

18
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 jh
bm

i.c
om

 o
n 

20
26

-0
1-

31
 ]

 

                             2 / 16

https://dx.doi.org/10.34172/jhbmi.2024.18
http://crossmark.crossref.org/dialog/?doi=10.34172/jhbmi.2024.18&domain=pdf&date_stamp=2024-09-21
http://dx.doi.org/10.34172/jhbmi.2024.18
https://jhbmi.com/article-1-853-fa.html


 

 130-115 ):2(11; 2024 Informatics Biomedical and Health of Journal 117 

 

 آراد و همکاران         استفاده از یادگیري ماشینتشخیص سرطان حنجره با  

 مقدمه
نوع سرطان    نیشود. ا  جادیمختلف حنجره ا  یهاحلق و حنجره است که ممکن است در بخش  یهااز انواع سرطان  یکیسرطان حنجره  

 ی هاروس یمانند مصرف تنباکو و الکل، عفونت با و  ی. عواملردیگی حنجره شکل م  یپوشش  ای  یغدد  یهاو با آغاز از سلول   جیبه تدر  معمولًا
تغذ)ایدز(  یانسان  روس یو  لومایپاپو    نفلوآنزاآ  لوس یهموف مواد ش  هی،  با  برا  توانندیم  ییایمینامناسب و تماس  به    ءابتلا  یعوامل خطرساز 

 و درمان توسط پزشک  یبررس ازمندیو ن  شودظاهر می  میخبد ای می خصورت خوش سرطان حنجره به دو   به طورکلی سرطان حنجره باشند.
 یماریب  شتر ی ب  شرفتیبرخوردار است تا از پ  ییبالا   تیزودرس و درمان مناسب سرطان حنجره از اهم  ییشناسا  .دباشمیمتخصص حنجره  

های پردازش سیگنال صوتی و هوش مصنوعی، مروزه با استفاده از تکنولوژی ا   فراهم شود.  ماریب  یبرا  یآگه  ش یشود و بهبود پ  یریجلوگ
 یی هایماریب صیتشخ یبرا شرفتهیپ یها روش  نیا. های مختلف را تشخیص دادتوان با تجزیه و تحلیل الگوهای صوتی افراد، بیماریمی

 . کمک کنند  کاهش پیشرفت بیماریو    عیو سر  قیدق  جیارائه نتا  ها،یماریب  هیاول  صیکه ممکن است به پزشکان در تشخ  شوندیاستفاده م

 ک یدر اصل  هوش مصنوعی  است.    (Artificial Intelligent)  ینوع صهوش م نویسیبرنامه  و  وتریکامپ  حوزه  مباحث  نیترمهم   از  یکی
ه داشته ئلاستدلال کند، قدرت حل مس رد، یبگ ادیکند،  یزیربرنامه  تواندی به انسان را دارد و م  کینزد یاست که عملکرد  ستمیس ا ی نیماش

  .[1] عملکرد را داشته باشد ن یبهتر طیبا توجه به شرا تیباشد و در نها

. دهدیم  شرفتیپ  و  خودکار  یریادگی  توان  هاستم یس  به  که  است یمصنوع  هوش  از  یاشاخه(  Machine Learning)  یادگیری ماشین 
 ی برا   هاتمیالگور  ،یآمار  یها روش   از  استفاده  قی طر  از.  است  داده  علم  رشد  به  رو  حوزه  مهم  جزء  ساده  زبان  به  نیماش  یریادگی  واقع  در

  ی ریگمیتصم  متعاقباً  هانش یب  ن یا.  کنند یم  آشکار  یکاو داده   یهاپروژه  در  را  یدیکل  یهانشیب  و  شوندی م  داده   آموزش   ینیبش یپ  ای  یبندطبقه
 ی ر یادگی  پروسه  ن،یماش  یریادگی  در.  گذارندیم  ریتأث  ید یکل  رشد  یارهایمع  بر  آل  دهیا  طوربه  و  کنندیم  تی هدا  وکارها  کسب  و  هابرنامه   در  را
 ی هاداده   انیم  در  ییالگوها  انسان  دخالت  بدون  و  ییتنهابه  است  قادر  نی ماش  ،یریادگی  هیاول  ندیآفر  از  پس.  شودیم  انجام  هاداده  قیطر  از
 انسان  کمک  ای  دخالت  بدون  خودکار یریادگی  ییتوانا  وترهایکامپ  که  است  نیا  نیماش  یریادگی  یریکارگ  به  از  هیاول  هدف.  کند  کشف  دیجد
 توانی م  را   نیماش  یریادگی  یهاتمیالگور  ،یریادگی  یها کردیرو  اساس   بر [.  2]  دهند  انجام  یاقدامات  خود   ی هاآموخته   اساس   بر   و  کنند  دایپ  را
 .[3] کرد  میتقس نوع چهار به

 « (Supervised Learning) شده نظارت یریادگی» کردیرو با نیماش یریادگی یها تمیالگور •

 « (Unsupervised Learning) نشده  نظارت یریادگی» کردیرو با نیماش یریادگی یها تمیالگور •

 «(Semi-Supervised Learning)  شده نظارت مهین یریادگی» کردیرو با نیماش یریادگی یها تمیالگور •

 « (Reinforcement Learning) یتیتقو یریادگی» کردیرو با نیماش یریادگی یها تمیالگور •

]  تمیالگور  به   توانی م  ن یماش  یریادگی  یهاتمیالگوراز  همچنین   الگوریتم جنگل تصادفی ]4درخت تصمیم  بردار 5[،  الگوریتم ماشین   ،]
. شودیم   یتلق  قیعم  یریادگی  ،نی ماش  یریادگی  حوزه  یها شاخه  ریاز ز  گرید  ی کی  .نمود  اشاره....  و[،  7[،  الگوریتم بیز ساده ] 6پشتیبان ]
خاص،   یهوشمند است که بتوانند مشابه انسان درباره موضوع  یوتریکامپ  یها ستمیس  یطراح (  Deep Learning)  قیعم  یریادگی  هدف

شاخه   نیمباحث ا  نیتریاصل  رایز  ،مهم در علم داده است  یا شاخه  ،یحوزه از فناور  نی. ارندیبگ  ادیرا    یدیجد  میراه حل ارائه کنند و مفاه
 توانند یم  قیعم  یریادگی  یها روش مهندسان علم داده با استفاده از    شودیمسائل مختلف را شامل م  ین یبشیپ  یبرا  یسازآمار و مدل 

 هیلا   یساختارها  از  قیعم  یریادگی  یهامدل .  دهند انجام  ترآسان   و  ترعیسر  را  هاداده   از  یمیعظ  حجم  ری تفس  و  لیتحل  و  هیتجز  ،یآور جمع

  ی هاشبکه  به  توانیمعصبی    شبکه  انواع  از  .شودیگفته م(  Neural Network)    یعصب  شبکه هاآن  به  که  اندشده  لیتشک  یاهیلا  به
 ی هاشبکه  ،(Radial Basis Functions)  یشعاع   یعصب  یهاشبکه  ،(Perceptron Multi-Layer)  هیلا   چند  پرسپترون  یعصب
[  10] همکاران  و  Dhief-Al  .[9،8] کرد  اشاره ..... و  (Hopfield)  لدیهاپف  یعصب  شبکه  و  (Organizing Map-Self)  کوهونن  یعصب
 چهارچوب  کی  یبرا  بهتر   عملکرد  به  یابیدست  منظور  به   کردند،  شنهادیپ  را  (Internet of Things)   ءایاش  نترنتیا  با  یابر  یفناور  ادغام
 رکز ـتم صدا یشناس بـیآس یرو بر حققانـم اکثر. دارد یبهداشت یهامراقبت بخش در یادیز یکاربردها IoT ،ریفراگ و وستهیپ کپارچه،ی
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 ی مار یب  صیتشخ  یبرا  یمطالعات  هاافته ی  آن  در  که  است  یشناس بیآس  ای(  سالم)  یعی طب  یصدا  صیتشخ  فقط  هاآن  یهاافته ی  و  اندکرده
  یها تمیالگور  و  IoT  چهارچوب  در  شرفتهیپ  مطالعات  و  هاک یتکناز    گسترده   یبررس  کی  همچنین.  ندارد وجود  حنجره  سرطان  مانند  یخاص
 ارائه  خاص  طور  به  یصوت   یشناس  بی آس  نظارت  یها ستمیس  در  و  ی کل   طور  به  یبهداشت   یهامراقبت  در  استفاده  مورد  نیماش  یریادگی
 به نیماش  یریادگی.  دارد  وجود  یگفتار   اختلالات  صیتشخ  به  ازین  که  دارند  موضوع  نیا  به  اشاره  [11]  همکاران  و  یادیص  .[10]دهندیم

 و  یبندطبقه مطالعه  نیا  از  هدف.  کنند   حل  را  مسائل  نیا  تا  سازدیم  قادر   را  مارانیب  و  پزشکان  محققان،  ،ی مصنوع  هوش   از  یاحوزه  عنوان
  اتینشر  یبرا  جامع  یجستجو  کی  ک،یستماتیس  یبررس  نی ا  در.  بود  محور  گفتار  یهایمار یب  صیتشخ  در  نیماش  یریادگی  یهاروش   سهیمقا
 533 از. شد انجام 2022 تا 2002 سال از Cochraneو  IEEE، Web of Science  ،PubMed اسکوپوس، یاطلاعات یهاگاهیپا در
  محور   گفتار  یهایماریب  صیتشخ  که  دهدیم  نشان  هاآن  یهاافتهی.  شدند  انتخاب  یستگیشا  یارهایمع  براساس   مقاله  48  جستجو،  جهینت
  ی هامدل  از  استفاده.  دارد  یبستگ  گرید  عوامل  و  لهجه  سن،  ت،یجنس  گفتار،  یمحتوا  و  زبان  فرهنگ،  به  یگفتار   یهاگنالیس  از  استفاده  با
 ی داروها   یراستا  در  یگفتار   یهایمار یب  درمان  و  صیتشخ  بهبود  یبرا   دبخشیام  ری مس  کی  گفتار  یصداها  یرو  بر  ینیماش  یریادگی
 یضرور  عنصر کی یصوت  اختلالات داده گاهیپا که دارند اشاره موضوع نیا به [12] همکاران و Mesallam .است یشخص و رانهیشگیپ
  نی بنابرا  ،گذاردیم  ریثأت  افراد  یصوت  یژگیو  بر  تیقوم.  است  خودکار  ی صوت  اختلالات  یبندطبقه  و  صی تشخ  نهیزم  در  قاتیتحق  انجام  در
  ی برا  یجهان  حل   راه   ک ی  به  یابیدست  شانس  امر   نیا .  شود  جادیا  یاطلاعات  بانک  ،یتیقوم  گروه  یصدا  یهانمونه  یآورجمع  با  است  لازم
  گاه یپا کی ،یاده یا نیچن زهیانگ با. دهدیم شیافزا یمحل گروه کی یها یژگیو درک با را یصوت اختلالات اعتماد قابل و قی دق صیتشخ
.  است  افتهی  توسعه و  یطراح   مجزا  کلمات و  اجرا  حال  در  گفتار  واکه،  سه ضبط  با  مطالعه  نیا  در  (AVPD)   یعرب   یصدا  ی شناسبیآس  داده
در پژوهش  Gupta  [13  ]و    Sharma  .است  AVPD  فرد  به  منحصر  جنبه  که  است  شده  ارائه  زین  یادراک  شدت  شده،  ثبت  نمونه  هر  یبرا

کنند بیان می پردازند به طوری که  های خاص میه ها در گروبندی آنهای صدا و طبقههای پردازش ویژگیخود به بررسی کلیه تکنیک 
ها شامل اطلاعاتی در مورد شوند. این ویژگیهای پردازش سیگنال دیجیتال استخراج میهای صدا با استفاده از برخی از تکنیکویژگی

توانند برای ها نمایانگر صدای خاصی هستند و می هستند. این ویژگی   ،کنندسلامت مجرای صدا و اعضایی که در تولید گفتار همکاری می
افراد سالم و ناسالم استفاده شوند. تجزیه و تحلیل حوزه زمان، طیف، سپستر موج شکافی گلاوتال برای استخراج   و   تمیز دادن صدای 

بندی مختلف مانند کوانتیزاسیون بردار، پیچیدگی زمان های طبقهها سپس با استفاده از تکنیکشود. این ویژگیهای صدا استفاده میویژگی
به بررسی   [14]  و همکاران  Kim.  شوندبندی میها دسته پویا، ماشین بردار پشتیبان، مدل مخلوط گوسی و شبکه عصبی مصنوعی به گروه

 ها یژگیمبتلا به سرطان حنجره از افراد سالم استفاده شود. و  مارانیب  تمایز بین  یبرا  تواندیصدا م  گنالیخودکار س  لیو تحل  هیتجز  ایآ  که  این
پسترال فرکانس مل  ک  بیو ضرا  هاستخراج کرد(  PRAAT)  یشناسگفتار در زبان  لیو تحل  هیتجز  یا بر  یافزاررا با استفاده از بسته نرم 

(frequency cepstral coefficients-Mel  )واول    یصدا  کی  یصدا  یهارا از نمونه:a//    خود    یشنهادیروش پ  و  اندکردهمحاسبه
، یمصنوع  یشده نور، شبکه عصب  ت یتقو  یانیگراد  نی، ماشنهیشیب  یانیگراد  شی، افزابانیبردار پشت  نی: ماشکردند  آزمون  تمیبا شش الگوررا  

 تی و اختصاص تیدقت، حساس یها به ازاآن یعملکردهای و در ادامه  کانولوشن دو بعد یو شبکه عصبی بعد کیکانولوشن  یشبکه عصب
 هال یبه همان فا  ده،یآموزش د  ستیولوژها لرنگ. مجموعاً چهار داوطلب، دو نفر از آن است  شده  سهیبا عملکرد انسان مقا  جهینت  و  یابیارز
 ست یدو لرنگولوژ  را نشان داد   %93و    %78  تیو خصوص  تیو سطوح حساس  %85  یدقت بالا ی  بعد  ک یکانولوشن    یدادند. شبکه عصب  ازیامت

افراد مبتلا به سرطان حنجره را از   توانستیصدا م  یها گنالیخودکار س  لیو تحل  هیرا داشتند. تجز  %44  تی و سطوح حساس  %69/ 9دقت  
هدف این مطالعه بررسی .  دهد  زیتما  ،اندشده  تشخیص دادهتوسط چهار داوطلب    ی کهی هابالاتر از آن  یص یتشخ  یها یژگیبا و  سالمافراد  

این تحقیق به های صوتی برای تشخیص سرطان حنجره در بیماران است. به طور خاص، محققان  امکان استفاده از تحلیل خودکار سیگنال
های یادگیری ماشین، بیماران مبتلا به سرطان حنجره را شده از صدا و الگوریتمهای استخراجتوان با استفاده از ویژگیآیا می بررسی اینکه

 اند.پرداخته، از افراد سالم تمایز داد

 کار  روش
)ای(، )او((.   ،)آواهای )آ( درمانیبه مرکز مراجعه کننده صدای فرد بدین صورت که  ،شد  یآوراز صوت افراد جمع یامجموعه داده  در ابتدا
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 آراد و همکاران         استفاده از یادگیري ماشینتشخیص سرطان حنجره با  

اند هدش برچسب گذاری سالم -3 رطان بدخیمس -2 خیمسرطان خوش  -1کلاس  سهدر  توسط پزشک متخصصها داده  سپس ،ضبط شد
( شدنداز مجموعه داده حذف    بودنداصواتی که دارای کیفیت پایین ضبط صدا یا مدت زمان کوتاه  )ها  مرحله پاکسازی داده   در  در ادامه

دقت   در نهایت   و  دگرفتنقرار    ونمورد آموزش و آزم  یآورجمع  یهابر اساس داده  های یادگیری ماشینمدلو    گرفتاستخراج ویژگی انجام  
 ، شودیاضافه م  یصوت   یهابه مخزن داده   )آواهای مدنظر(  ضبط شدهکه صدای فرد    دیداده جدابتدا    1با توجه به شکل  .  شد  یابیارز  هامدل

تواند درمان  یم  بنابراین ،ردیگیگروه قرار م  سهاز  یکیفرد در  وانجام  یداده صوت یبندطبقهپردازش و پردازش، با طی کردن مراحل پیش 
 .شروع کند ،ردیگیکه در آن قرار م یخود را با توجه به گروه

 

 
 روش کار  یکل روند : 1 شکل

 

 شده  یآورجمع صوتی  داده مجموعه

نفر   109  ()او(  و(  ی )آ(، )ا  یآواهااصوات ضبط شده )  شده که شامل  یآور بانک داده جمع  یرو   ابتداپژوهش،    نیروش مدنظر ا  یابیارز  یبرا
داده   یمرحله پاکساز د،باشیسالم م ای( و میو بدخ میخسرطان حنجره )خوش  یشهر کرمان که دارا یاز افراد مراجعه کننده به مراکز درمان

نفر از   105  ()او(  و(  ی)آ(، )ا  یآواهااصوات ضبط شده )  ها شاملبه طوری که جامعه آماری این تحقیق بعد از پاکسازی داده ،  گرفتانجام  
  نظر  در  صیتشخ  آزمودن  یمبنا  اول  حالت  ،شد  گرفته  نظر  در  حالت  دوخود    هایمدل   آزمودن  یبرا  بود.افراد مراجعه کننده به مراکز درمانی  

 شود یداده را شامل م   63  که  درصد  20و    شد  گروه آموزش قرار داده  در داده است    252ها که شامل  درصد داده   80  صورت  نیدر ا  ه شدگرفت
ها که  درصد داده  90  صورت  نیا  در  ده شد)او(( قرار دا  و(  ی)آ(، )ا   ی)آواها   شده  ضبط  صوت  دنآزمو  یحالت دوم مبنا   ،بود  آزمونگروه    در

 .گرفت قرار آزمون گروه در است  داده 11درصد که شامل  10و  ه شدگروه آموزش در نظر گرفت استداده   94شامل 
 بندي صوت افراد طبقه

به مجموعه داده ارسال  ند ککه به مراکز درمانی مراجعه می( فردی )او( و( ی)آ(، )ا ) یآواهاابتدا ساختار این پژوهش بدین صورت است که 
های یادگیری ماشین  و سپس در مرحله پردازش توسط مدل  گرفتندپردازش قرار  در مجموعه داده مورد پیش   ارسال شدهآواهای    . سپسشد

حل    یدارد، اما برا  یاریبس  یها یژگیو  یصوت  گنالیهر س،  شددر مرحله پیش پردازش استخراج ویژگی انجام  .  گرفتندمورد آزمایش قرار  
  22 یبرداربا نرخ نمونه  یها، موج صوتداده یکنواختیاز  نانیاطم یبرا ه استخراج شوند.سئلمرتبط با آن م یهایژگیو دیخاص با یاه ئلمس
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 مرکز تحقیقات انفورماتیک پزشکی، دانشگاه علوم پزشکی کرمان 

 

 ،Chromagram  ،Root Mean Squared  یفیط  یژگیو  هفت  .شداستفاده    یصوت  یکاربردها  یبرا  یژگیاستخراج و  ند یدر فرآ  لوهرتزیک
Spectral Centroid  ،Spectral bandwidth  ،Spectral Rolloff  ،Zero Crossing Rate  ،Mel-Frequency 

Cepstral Coefficients  ،شده با استفاده از کتابخانه   یبردارنمونه  یاز صدا  librosa  [16]   با    در ادامه مدل   اند.استخراج شده   تونیپا
 اند.شدههایپر پارامترهای در نظر گرفته شده در این مرحله پردازش بیان 

ــتیبان  Cپارامتر  ،rbf=kernelو   C=30با   Support Vector Machineمدل   ــین بردار پش به کنترل تعادل بین خطای   در ماش
تری  های طی فرآیند آموزش را تعیین کند. به طور خاص، مقدار کوچکتواند جریمه اشتباهات دادهزیرا می ،کندآموزش و حاشیه کمک می

یه بزر  C از تباهات در دادهتری را میاجازه حاشـ دن اشـ تر شـ ت منجر به بیشـ وی دیگر، مقدار  دهد که ممکن اسـ ود. از سـ های آموزش شـ
 .تری شودکند که ممکن است منجر به حاشیه باریکبیشتر بر کاهش خطای آموزش تأکید می C تری ازبزر 
درخت    میتقس  تیفیک  یریگتابع اندازه   Criterionکه    =9Criterion = entropy, max_depthبا    Decision Treeمدل  
 ”entropy“ و  تایدر مجموعه د  یانتخاب تصادف   یبرا  ”gini“ بخش عبارت خواهند بود از   نیدر ا  یبانیقابل پشت  یارها ی. معباشدیم

 . تاید یشده منابع اطلاعات دینرخ متوسط اطلاعات تول یبرا
 . Estimators= 500، 200، 100،  50با  Random Forestمدل  
با    =Hidden_layer_sizes  300با    Perceptron Layer-Multi  مدل   برابر  آموزش شبکه  یادگیری جهت  نرخ  تعداد   ،3/0و 

 . adaptiveبرابر با  learning-rateو   1000تکرارهای 
 

 ها یافته

  ی کیقرار گرفت.    یها مورد بررسمدل مختلف در دو حالت مختلف از مجموعه داده  5عملکرد و دقت    یابیمربوط به ارز  جی، نتامطالعه  نیدر ا
 ی ارهای، معپژوهش  نی. در اباشدیآن م   آییکار، صحت و  دقت  یابیارز  تم،یالگور  ایمدل    کی  یسازادهیو پ  جادیپس از ا  یاتیاز مراحل ح

ها و  عملکرد مدل   ترقیعم  لیبه تحل  تواندیاطلاعات م  ن یارائه شد. ا  ل یو تحل  سه یجهت مقا  هایابیارز  ج یشده و نتا  حیتشر  هامدل  یابیارز
 کمک کند.  یمسئله مورد بررس یمدل برا نیانتخاب بهتر

 هاي یادگیري ماشینی روي مدلابیارز يارهایمع

وجود داشته   هقانع کنند  لیدلا   ستیبایم  ییکارا  یاب یارز  یارهایوجود دارد. در انتخاب مع  هاتمیالگور  ییکارا  یابیارز  یبرا  یمتنوع  یارهایمع
 یگونگ چ  نیوابسته است. همچن  دیکن یکه انتخاب م  ییارهایبه مع  کاملاً  ها،تمیالگور  ییکارا  سهیو مقا  یریگاندازه  یباشد چرا که چگونگ

 .دی کنیم انتخاب که است ییارهایمع ریثأت تحت کاملاً ج،ینتا در مختلف یها یژگیو تیاهم به دادن وزن
 ( Accuracy)دقت

 همه  نسبت  به  گرفته  صورت  حیصح  یها ین یبشیپ  تعداد  قالب  در  را  آن  توانیم .  است  هاتمیالگور  یبرا   ییکارا  اریمع  نیترمتداول  نیا
 آن   توانیم (Confusion Matrix)  درهم ریختگی  س یماتر  از  استفاده  با   و  ریز  رابطه  کمک  با .  شود  فی تعر  گرفته،  صورت  یهاینیبشیپ
 .کرد محاسبه را

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       )1-1( 

 (Precision)صحت

شود. با   فی، تعرنیماش  یریادگی  مدلبازگردانده شده توسط    حیبه صورت تعداد اسناد صح  تواندیماسناد    یابیاستفاده شده در باز  صحت
 محاسبه کرد.  یآن را به سادگ توانیم درهم ریختگی سیو با استفاده از ماتر ریکمک رابطه ز

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (1-2          )  

 (Sensitivity)  تیحساس ای يادآوری

 سی و با استفاده از ماتر ریکرد. با کمک رابطه ز فیتعر نیماش یریادگیبازگردانده شده توسط  یهاتعداد مثبت قالب در توانیم را یادآوری
محاسبه کرد. یآن را به سادگ توانیم درهم ریختگی
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
(1-3            )  

 (Specificity) بودن یاختصاص
کرد. با   فیتعر  یادگیری ماشین  تمی الگور  توسطبازگردانده شده    یهایدر قالب تعداد منف  توانیبودن را م  یاختصاص  ،یادآوریمقابل    در

 محاسبه کرد.  یآن را به سادگ توانیم درهم ریختگی سیو با استفاده از ماتر ریکمک رابطه ز

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
    (1-4             )  

   F1 (F-score) ازیامت
است.   یادآوریوزن دار از دقت و    نیانگیم  F1  ازیامت  ،یاضیر  انی. به بدهدیرا به ما م  یادآور ی  واز دقت    ک یهارمون  نیانگیم  از،یامت  نیا

 را محاسبه کرد. F1 ازیامت توانیم ریمقدار صفر است. با کمک رابطه ز نیو بدتر کی ،F1 دارمق  نیبهتر
 

𝐹1 =  
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (1-5            )  

 درهم ریختگی  سیماتر
 سیماتر. است  یبندطبقه  هئلمس کی  ییکارا  یریگ  اندازه یبرا  راه نیتر  ساده  نیا باشد،  شتریب  ای و  کلاس   نوع دو  شامل  یخروج که یزمان

 حیصح-مثبت یدارا بعد دو هر  ،شده ینیب  شیپ و (Actual Value)  یواقع مقدار.  ستین بعد  دو  با جدول کی ءجز یزیچدرهم ریختگی 
(ositivePrue T)، حیصح-یمنف (egativeNrue T)،  غلط-مثبت (ositivePalse F) غلط-یمنف و (egativeNalse F  )است. 

 شده يورآ جمع داده مجموعه يرو يشنهادیپ روش ی ابیارز جینتا 
مجموعه    یرو   Random Forestو    SVM،  MLP،  Naive Bayes،  Decision Tree  نیماش  یریادگیپنج مدل    یساز اده یپ  با

 حاصل شد. ریز جیشده نتا انیداده ب
 

 

 

 
 

 MLP  یختگیدرهم ر سیماتر جینتاالف( 

 
 

 
 

 Decision Treeمدل  یختگیدرهم ر سیماتر جینتاب( 
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 SVMمدل  یختگیدرهم ر سیماتر جینتاج( 

 

 
 

 Random Forestمدل  یختگیدرهم ر  سیماتر جینتاد( 

 

 

 
 

 Naïve bayesمدل  یختگیدرهم ر  سیماتر جینتاذ( 
 

 )حالت اول( یختگ یر  درهم سیماتر جینتا : 2شکل 

 

 ی خروج  2جدول   در، ]17[ حالت اول در نظر گرفته شده از بانک داده جمع آوری شدههای  با توجه به داده  دیکنیم مشاهده که  طورهمان
 ،SVM،  Decision Tree  نیماش  یریادگیاز پنج مدل    کدامهر    یازا   به  Accuracy  و  Precision،  Recall،  F-score  ریمقاد

Naïve bayes، MLP، RandomForest است شده آورده . 
 

 )حالت اول( نی ماش يریادگیهر پنج مدل  ي به ازا Accuracyو  Precision، Recall، F-score یخروج : 1 جدول

 Precision Recall F-score Accuracy کردیرو

SVM 82/0 81/0 81/0 809/0 

Decision Tree 74/0 75/0 74/0 746/0 

Naïve bayes 74/0 75/0 74/0 746/0 

MLP 79/0 79/0 79/0 793/0 

Random Forest 76/0 78/0 76/0 777/0 
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 )حالت اول( نیماش ير یادگیهر پنج مدل  يبه ازا دقتمعیار ارزیابی  : 3 شکل

بهتر از سایر   SVMکنید در حالت اول در نظر گرفته شده با توجه به معیار دقت، مدل  مشاهده می  3شکل  و    1طور که در جدول  همان
هر پنج   یبرا   Accuracyو    Precision،  Recall،  F-score  یخروج   جیو نتا  یختگ یدرهم ر  سیادامه ماتر  درنماید.  ها عمل میمدل
 .اندشده  انیبدر حالت دوم در نظر گرفته شده از مجموعه داده  نیماش  یریادگیمدل 

 

 
 MLP  یختگیر درهم  سیماتر جینتا: 4-1

 
 الف( آواي )آ(

 
 ( ي)ا يآواب(  
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 )او(  يآواج( 

 Decision Treeمدل  یختگیدرهم ر  سیماتر جینتا: 4-2

 

 
 

 

 
 ( ي)ا يآواب( 

 

 
 )او(  يآواج( 

 SVMمدل  یختگیدرهم ر  سیماتر جینتا : 4-3
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 )آ(الف( آواي 

 
 ( ي)ا يآواب( 

 
 )او(  يآواج( 

 Naïve bayesمدل  یختگیدرهم ر  سیماتر جینتا : 4-4
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  الف ( آواي )آ(

 ( ي)ا يآواب( 

 

 
 ( دوم)حالت  یختگ یر  درهم سیماتر جینتا : 4ل شک                                                      

 

 
 

 )او(  يآواج( 
 Random Forestنتایج ماتریس درهم ریختگی مدل  : 4-5

 

 
 الف ( آوای )آ( 

 
 (ی)ا یآواب( 
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 )او( یآواج( 
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 به ازاي هر پنج مدل یادگیري ماشین )حالت دوم(  Accuracy و Precision، Recall، F-score یخروج : 2 جدول

 Sound Under کرد یرو

sampling 

Precision Recall F-score Accuracy 

SVM 

A Yes 87/0 82/0 82/0 818/0 
E Yes 84/0 73/0 72/0 727/0 

O Yes 87/0 82/0 82/0 818/0 

Decision Tree 

A No 66/0 64/0 64/0 636/0 
E No 77/0 64/0 64/0 636/0 

O Yes 87/0 82/0 82/0 818/0 

Naïve bayes 

A Yes 80/0 64/0 65/0 636/0 
E Yes 84/0 73/0 72/0 727/0 

O Yes 82/0 73/0 74/0 727/0 

MLP 

A No 86/0 73/0 74/0 727/0 

E Yes 87/0 82/0 82/0 818/0 

O Yes 89/0 82/0 82/0 818/0 

RandomForest 

A Yes 74/0 64/0 66/0 636/0 
E Yes 84/0 73/0 72/0 727/0 

O No 50/0 64/0 55/0 636/0 

 

 

 و هر آوا )حالت دوم(  نیماش يریادگیهر پنج مدل  يبه ازا  دقتمیزان  : 5شکل 
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در   Eآوای    باشددارا می  را دقت    نیشتری ب  SVM  مدل در    Aآوای    دقت،  اریاست و با توجه به مع  انینما  5و شکل    2  جدول  در  طورهمان
 است. ا بالاترین دقت را دار  MLPو   SVM ،Decision Treeهای در مدل Oدارای بیشترین دقت است و آوای   MLP مدل
  

 گیري بحث و نتیجه

  تواند یم  ن،یماش  یریادگی  یهاتمیصدا با استفاده از الگور   یهاگنالیخودکار س  لیو تحل  هیمانند تجز  ،یصیتشخ  شرفتهیپ  یها استفاده از روش 
که به پزشکان   کنندیرا فراهم م  عیو سر   قیدق  جیها امکان ارائه نتاروش   نیسرطان حنجره کمک کند. ا  صیتشخ  شدن تربه زودتر و آسان

 ق ی زودهنگام و دق  صینوع تشخ  نیدهند و درمان مناسب را به موقع شروع کنند. ا  صیتشخ  هیرا در مراحل اول  یمار ی ب  تا  کندیکمک م
در این پژوهش   تر را فراهم آورد.ثرتر و موفقؤامکان درمان م   مارانیاز سرطان حنجره کمک کند و به ب  یناش   ریبه کاهش مر  و م  تواندیم

  بر اساس یک مجموعه دادهکه  دلیل آنه بتحقیق حاضر ه شده است.  ئمدلی مبتنی بر یادگیری ماشین جهت تشخیص سرطان حنجره ارا
از ارزش و   نشان  و  است  تاکنون هیچ تحقیق مشابهی با استفاده از این مجموعه داده انجام نشده  وآوری شده است  منحصر به فرد جمع

ها موعه داده در نظر گرفته شده بعد از پاکسازی داده طور که بیان شد مجهمان  .استاهمیت بیشتر تحقیق در ارتقای دانش در این زمینه  
پیاده   105شامل   نتایج  است  بوده  درمانی شهر کرمان  به مراکز  کننده  مراجعه  افراد  از    ، SVM،  Decision Tree)  مدل  5سازی  نفر 

Naïve bayes،  MLP،  RandomForest)  با توجه به در حالتی که تشخیص مد نظر است    کهنشان داد    در دو حالت در نظر گرفته
واند به تشخیص تها میبهتر از سایر مدل  SVMها دقت بالاتری دارد به عبارتی  از سایر مدل  809/0با دقت    SVMمدل  ،  1خروجی جدول  

در    Aآوای    ، 2با توجه به جدول    ( مد نظر باشد،(او)و    (ای)،  )آ(سرطان حنجره با توجه به صوت افراد کمک کند و در حالتی که آواهای  
  Oدارای بیشترین دقت است و آوای    MLP  در مدل   818/0با دقت    Eآوای    باشد،دارا می   رادقت    نیشتریب 818/0با دقت    SVM  مدل

های استفاده از یادگیری ماشین و الگوریتم  ست.ا  بالاترین دقت را دارا  MLPو    SVM  ،Tree Decisionهای  در مدل  818/0با دقت  
می مصنوعی،  کویژگی  دتوانهوش  شناسایی  را  خاصی  الگوهای  و  کرده  تحلیل  را  افراد  صوتی  مین های  الگوها  این  عنوان  د.  به  توانند 

توان بهبود قابل توجهی در تشخیص زودرس ها، به ویژه سرطان، استفاده شوند. با استفاده از این روش، مینشانگرهای زودهنگام بیماری
های پزشکی و تشخیصی بهره برد و بهبود معیارهای توان در حوزهها و افزایش نرخ بازماندگی بیماران داشت. از این روش میبیماری
که تحقیق حاضر با توجه به مجموعه داده جمع آوری شده مشابه سایر تحقیقات    دلیل اینه  د و در آخر بداشتی و درمانی را به ارمغان آور به

  .نداشته است های دیگر وجود نبوده است امکان مقایسه با سایر روش 
 

 پیشنهادات 
توان استفاده از دیگر ابزارهای تشخیص سرطان حنجره مانند، استروبوسکپی، نیزوآندوسکپی، آندوسکپی معده در هدف مطالعات آینده را می

آوری تر جمعداده بزر شود یک مجموعه  کنار صوت گرفته شده از افراد قرار داد به طوری که دقت مدل افزایش یابد و همچنین پیشنهاد می 
 های پیشنهادی در این تحقیق را مورد بررسی قرار دهد. گردد تا دقت مدل 

 

  منافع تعارض
 .گونه تضاد منافعی وجود نداردنویسندگان اظهار داشتند که هیچ

 

 کد اخلاق

 گرفته شده است. IR.KMU.REC.1403.063 کد اخلاق این مطالعه از دانشگاه علوم پزشکی کرمان با شماره

 

 سهم مشارکت نویسندگان 
 .اندکلیه نویسندگان سهم یکسانی در انجام مقاله داشته
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