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در داده:مقدمه و تفسيرهاي حاصل را تحت تأثير قرار دهدهاي پزشكي ميوجود مقادير مفقود بنابراين.تواند تمام فرآيند داده كاوي
روش. باشدبرخورد با اين مقادير ضروري مي مدر اين پژوهش تأثير هاي بندي دادهفقود بر روي دقت كلاسههاي مختلف برخورد با مقادير
.پزشكي مورد ارزيابي قرار گرفت

روشمطالعهدر اين:روش  Mean/mode،Hot Deck،K-Nearestهاي معروف جانشيني مقادير مفقود شامل، تأثير
Neighbor ،Maximum Possible Value ،All Possible Value ،Case Deletion وRegression بر روي دقت

 تومور اوليه، بيماران،هاي پوستي، هپاتيت، تيروئيد، ديابتپزشكي سرطان سينه، ناراحتي قلبي، بيماري هايدادهبندي مجموعه لاسهك
از جراحي و بعد دو كلاسههادر آزمايش.شد ارزيابي، به ازاي شش نرخ مختلف مقادير مفقود، كبدي، سرطان ريه هاي عصبي بند شبكهاز

در نرم افزار داده كاويkو نزديكترين  روش. استفاده شد Wekaهمسايه از  Fold cross validation-10براي تخمين دقت،
.استفاده شد

روشبند شبكهبراي كلاسهنتايج نشان داد:نتايج نرخهاي عصبي، همه در برابر هاي مختلف مقادير مفقود، تأثيرات هاي جانشيني
در دقت كلاسه روش Mean/modeروش جانشيني همسايه،kبند نزديكترين براي كلاسه.ندبندي داشتمتفاوتي هادر مقايسه با ساير

م روش، مجموعدر.گرديديبندفقود، باعث افزايش دقت كلاسهتقريباً با افزايش نرخ مقادير از نرخهيچ يك - هاي جانشيني به ازاي همه
و يجه ندادهاي مختلف مقادير مفقود، همواره بيشترين دقت را نت .برتري نداشته

روشدهتحليل نتايج نشان مي:گيرينتيجه نرخد از مقادير مفقود شده لزوماً باعث هاي جانشيني بررسي شده به ازاي همه هاي مختلف
روشبهبود دقت كلاسه از و هيچ كدام روشبندي نگرديده .نيستند هاي جانشيني بررسي شده بهترين

م:هاكليد واژه روشمقادير  بنديهاي جانشيني، داده كاوي پزشكي، كلاسهفقود،

مقاله پژوهشي
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 مقدمهمقدمه
پزشكي مدرن حجم انبوهي از اطلاعات ذخيـره شـده در پايگـاه

ميداده هـاي رشد سـريع ايـن پايگـاه. كندهاي پزشكي را توليد
هاي داده اي شده است تا محققين پزشكي از تكنيكانگيزه،داده

. هـا اسـتفاده كننـد اين پايگاه دادهكاوي براي استخراج دانش از 
داده كاوي فرآيند استخراج اطلاعات معتبـر، از پـيش ناشـناخته،

و قابل اعتماد از پايگاه داده ها، براي كشـف الگوهـاي قابل فهم
و روابط ناشناخته درصـد وجـود. باشـد هـا مـي ميـان داده موجود

باشدميهاي پزشكي، معمول زيادي از مقادير مفقود شده در داده
و.]1[ اين مقادير بـه دلايـل مختلفـي از جملـه سـهل انگـاري

و تجهيـزات ها، خطاهاي دسـتگاه دادهخطاي انساني در ورود  هـا
هاي نادرست، امتناع از پاسخ يـا تكميـل گيريگيري، اندازهاندازه

. شـوند برخي فيلدهاي پرسشنامه در يك مجموعه داده ايجاد مي
هـاي پزشـكي، هاي مفقود شده در مجموعـه داده اجتناب از داده

 هم غيـر ها شود، بازحتي اگر نهايت دقت هم در جمع آوري داده
اين مقادير ممكن است اطلاعات با اهميتي دربـاره. ممكن است

و باعـث ايجـاد مشـكلات مجموعه داده ها را مخفي نگه دارنـد
و به كارگيري الگوريتم هاي داده كـاوي مختلفي در كشف دانش

.]3،2[شوند 
انـد كـه هاي داده كاوي با اين فرض طراحي شدهاغلب الگوريتم

بنـابراين. هـا وجـود نـدارد هيچ مقدار مفقودي در مجموعـه داده 
هـا بسـيار برخورد با اين مقـادير در مرحلـه پـيش پـردازش داده 

باشـد باشد كه به جانشيني مقادير مفقود مشهور مـي ضروري مي
به خصـوص در حـالتي كـه مجموعـه داده شـامل حجـم.]5،4[

مــقود باشد، برخورد مناسـب بـا ايــزيادي از مقادير مف قاديرـن
.]6[تواند به طور قابل توجهي كيفيت داده كاوي را بالا ببـرد مي

جانشيني مقادير مفقود، همچنان يك موضـوع چـالش انگيـز در
و داده كاوي به شمار مي -حذف نمونـه.]7[رود يادگيري ماشين

هاي حاوي مقادير مفقود در يـك مجموعـه داده، ممكـن اسـت
و خصوصـيات مجموعـه داده اصـلي حفـظ باعث شود ويژگي ها

هـاي زيـادي از هچنين منجـر بـه از دسـت رفـتن نمونـه. نشود
و در نتيجه اندازه مجموعه داده كـاهش يابـد  مجموعه داده شده

و تحليل ميكه باعث كاهش كارايي داده كاوي .]8[گردد ها
هاي معـروف جانشـيني مقـادير مفقـود در اين مقاله، تأثير روش

 Mean/mode ،Hot Deck ،KNN )K-Nearestشامل 
Neighbor(،Maximum Possible Value ،All 

Possible Value ،Case Deletion وRegression بـر
روي دقت كلاسه بندي ده مجموعه داده پزشكي سرطان سـينه، 

،اي پوسـتي، هپاتيـت، تيروئيـد، ديابـت ه ـناراحتي قلبي، بيماري

و اطلاعات بعد از عمـل تومور اوليه، بيماران كبدي، سرطان ريه
مياربيماران مورد جراحي دو هـا در آزمـايش. گيرندزيابي قرار از

ــه -Artificak Neural(هــاي عصــبي بنــد شــبكه كلاس
Network ( ــرين -K-Nearest( همســـــايهkو نزديكتـــ

Neighbor(و پركاربردترين الگوريتمكه جزء مشه هاي ورترين
شـوند، اسـتفاده بندي در داده كاوي پزشكي محسوب مـي كلاسه

موجـود، بنـدهاي بنـد در بـين كلاسـه اين دو كلاسه. شده است
.]9[هـاي مفقـود شـده دارنـد كمترين مقاومـت را در برابـر داده 

بر روي شش نـرخ متفـاوت از مقـادير مفقـود انجـامهاآزمايش
ددر مجموعه داده. گرفت -ادههاي انتخابي، تنوع اندازه مجموعه
و نمونه، نرخ 7200تا32ها بين هـاي مختلـف مقـادير مفقـود،

و اسمي مدنظر بوده استوجود هر دو نوع داده . هاي عددي
هـايي كـه حـاوي، نمونـه Case Deletionدر روش جانشيني

و از حداقل يك ويژگي با مقدار  مفقود شده هستند، حـذف شـده
.]3[ گرددها استفاده نميها در تحليلآن

در صـورتي كـه يـك ويژگـي حـاوي Mean/Modeدر روش
م فقود شده از نوع عددي باشد با ميانگين مقدار آن ويژگي مقدار

ميدر ساير نمونه در صورتي كه ويژگي حـاوي. گرددها جانشين
مقدار مفقود شده از نوع اسمي باشد بـا مـد آن ويژگـي در سـاير 

مينمونه به طوري كه مقـداري كـه بيشـترين. گرددها جانشين
ا ست براي مقـادير مفقـود تكرار را در بين مقادير آن ويژگي دارا

.]3[ گرددشده آن ويژگي منظور مي
 مقدار مفقود، شـبيه براي هر نمونه داراي Hot Deckدر روش

و مقادير مفقود با مقادير متناظر با آن ترين نمونه به آن پيدا شده
ميدر شبيه در.]10[شود ترين نمونه جايگزين اگر مقدار متنـاظر

تـرين نمونـه ترين نمونه نيز مفقود شده بود، از دومين شبيهشبيه
مي. گردداستفاده مي شود تـا به همين ترتيب اين كار آنقدر تكرار

.خره مقادير مفقود شده جايگزين گردندبالا
، مقـادير مفقـود  K-Nearest Neighborدر روش جانشـيني

ها بـه ترين نمونهنمونه از شبيهkشده در يك نمونه با مقادير در
هاي كيفي، مقداري كه براي ويژگي. شوندآن نمونه جايگزين مي

بـه نزديكترين نمونه را داشـته اسـتkبيشترين تكرار در ميان 
هـاي كمـي، براي ويژگي. شودعنوان مقدار جانشيني انتخاب مي

همسايه به عنوان مقدار جانشـينيkميانگين مقادير نزديكترين 
شباهت بين دو نمونه بـا اسـتفاده از توابـع.]11[شود انتخاب مي

و گرددفاصله محاسبه مي كه انتخاب يك تـابع فاصـله مناسـب
مياز چالشkهمچنين مقدار مناسب  . باشندهاي اين روش

در بين مقادير قابل Maximum Possible Valueدر روش
پـذيرش بـراي يـك ويژگــي خـاص بيشـترين مقـدار آن بــراي 
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از. گرددميجانشيني انتخاب به عبارتي ديگر، يك ويژگي، يكـي
مقادير در يك بازه خاص يا در مجموعه خاص از مقادير، را مـي 

بيشترين مقدار در اين بازه يا مجموعـه، بـراي. تواند داشته باشد
.]10[ گرددجانشيني انتخاب مي

تمـام مقـادير ممكـن يـك All Possible Valuesدر روش
. گردنـد ويژگي داراي مقدار مفقود، جانشين مقدار مفقود شده مي

يـك نمونـه حـاوي مقـدار مفقـود شـده بـا به اين صـورت كـه
مياي از نمونهمجموعه شود كه در هر نمونه هاي جديد جايگزين

جديد، يك مقدار ممكن از ويژگي داراي مقدار مفقود، جـايگزين 
هـاي هـاي نمونـه ساير مقادير ويژگي. گرددمقدار مفقود شده مي

نم. باشـند جديد همان مقادير نمونه اوليه مـي  ونـه، اگـر در يـك
هـا مفقـود شـده چندين ويژگي وجود داشته باشد كـه مقـدار آن 

داراي مقدار مفقود انجـام است، ابتدا جانشيني براي اولين ويژگي 
و همـين طـور تـا وقتـي كـه مي گردد، سپس براي ويژگـي دوم

.]10[ جانشيني روي همه مقدار مفقود صورت پذيرد
هـاي داده يك تابع رگرسيون بر مبناي Regressionدر روش

ميموجود در مجموعه داده ر. سازدها وش بـا اسـتفاده از در ايـن
هاي معلوم، مقدار ويژگي مفقود شده در يك نمونه مقادير ويژگي
روش رگرسيون مقدار مفقـود،به عبارت ديگر. شودمشخص مي

هـا رابطه آن ويژگي با ساير ويژگـي شده يك ويژگي را بر مبناي 
ميدر مجموعه داده .]3[ كندها پيش بيني

Acuna وRodriguez و چهار روش جانشـيني پايـه تـأثير اي
ــاده  در Medianو Case Deletion ،KNN ،Meanسـ

و KNNبندهاي مواجه با مقادير مفقود شده با استفاده از كلاسه
)Linear Discriminant Analysis(LDA 12بـر روي

مجموعه داده مختلف شامل چهار مجموعه داده پزشكي بيماري
و هپاتيت با حداكثر  درصد مقـادير12قلبي، سرطان سينه، ديابت

و نشان دادند ك ـ هـايه هـيچ يـك از روش مفقود، بررسي كرده
جانشيني تست شده، تأثير قابل توجهي بر دقـت كلاسـه بنـدي 

.]12[ندارد 
Batista وMonard بنــدهاي درخــت تصــميم دقــت كلاســه

C4.5 و استنتاجCN2 بـا بـه كـارگيري سـه روش جانشـيني
KNN ،Mean وMedian ًبر روي چهار مجموعه داده نسبتا

و جلوگيري از بارداري  كوچك آنزيم كبدي، سرطان سينه، ديابت
و كـاملاً  را تست كرده كه مقادير مفقـود بـه صـورت مصـنوعي

اند ها تزريق شدههاي مجموعه دادهدادي از ويژگيتصادفي به تع
مي.]13[ بهتـرين KNNدهند كـه روش جانشـيني نتايج نشان

. دقت را داشته است
Silva هـاي عصـبي پرسـپترون از شـبكهو همكاران با استفاده

و بـا  چند لايه روشي براي جانشيني خودكار مقادير مفقـود ارائـه
و/هاي جانشيني ميانهروش مـورد Hot Deckمـد، رگرسـيون

و ارزيابي قرار داده 15هـا بـر روي نتايج بررسي.]14[دانمقايسه
-هاي پزشكي بيمـاري مجموعه داده مختلف شامل مجموعه داده

و ديابت، نش ميهاي قلبي هـاي دهند كه براي مجموعـه داده ان
بـراي. ها نتايج خوبي دارندفقط شامل مقادير عددي، تمام روش

اي، مدل پيشنهاد شده بهتـرين هاي با مقادير دستهمجموعه داده
.باشدنتيجه را داشته است اگر چه هزينه محاسباتي آن بالا مي

Munirah واز يژگـي دو روش جانشيني ساده ميانگين مقـادير
و ميانگين مقادير ويژگي نمونهكليه نمونه هاي هم كـلاس بـا ها

نمونه داراي مقدار مفقود، در مرحله پيش پـردازش دو الگـوريتم 
و شبكه هـاي عصـبي پرسـپترون داده كاوي رگرسيون لجستيك

و بـا تسـت بـر روي مجموعـه داده  هـاي چندلايه استفاده كرده
و تيروئيد مشخص شـد كـه بـراي پزشكي سرطان سينه، ديابت

مدل رگرسيون لجستيك، بيشترين ميانگين دقـت در اسـتفاده از 
و براي مدل روش جانشيني ميانگين مقادير ويژگي كليه نمونه ها

شبكه عصبي هيچ كدام از دو روش جانشيني تأثير بهتري نداشته 
.]15[اند 

هـاي هدف كلي از انجام تحقيـق حاضـر، تعيـين روش يـا روش
مناسب براي جانشيني مقادير مفقود است كه باعث افزايش دقت 

.كلاسه بندي در داده كاوي پزشكي گردد

 روشروش
هاي مورد استفاده از مخزن داده بخـش يـادگيري مجموعه داده

و سيستم ،]UCI (]16(هاي هوشمند دانشـگاه كاليفرنيـا ماشين
مشخصات اين ده مجموعه داده پزشكي اسـتفاده. اندگرفته شده

در هفـت مجموعـه داده،. شـود مشـاهده مـي1ه در جـدول شد
هـا مقادير مفقود شده وجود دارند كه از هر يك از مجموعـه داده 

مي. گردندحذف مي و در نتيجه توان بر روي توليد مقادير مفقـود
.]17[هاي جانشـيني كنتـرل كامـل داشـت ارزيابي كارايي روش

و بـا نـرخ ،5هـاي سپس مقادير مفقود به صورت كاملاً تصادفي
هاي هـر يـك از درصد به تمام ويژگي50و20،30،40، 10

بـه. به صورت مصنوعي اعمـال شـدند هاي كامل مجموعه داده
طوري كه براي هر مجموعه داده، شـش مجموعـه داده حـاوي 

ميمقادير مفقود با نرخ ها اغلب پژوهش. گرددهاي مختلف توليد
و مطالعات مرتبط توليد مقادير مفقود به صورت كـاملاً تصـادفي 

.]18،14،13،10[صورت گرفته است

 [
 D

ow
nl

oa
de

d 
fr

om
 jh

bm
i.c

om
 o

n 
20

26
-0

2-
19

 ]
 

                               3 / 9

https://jhbmi.com/article-1-86-en.html


و همكاران طهماسبي در داده كاوي پزشكي جانشيني مقادير مفقود

32-24:)1(2;2015 Informatics Biomedical and Health ofJournal 27 

هاوعه دادهمشخصات مجم:1جدول
 تعداد نوع بيماري مجموعه داده

هانمونه
 تعداد
هاويژگي

 تعداد
هاكلاس

 مقدار
مفقود
 شده

WisconsinBreast Cancerدارد102 699 سرطان سينه 
Pima Indians Diabetes ندارد82 768 ديابت 

Hepatitis دارد192 155 هپاتيت 
Heart Disease ندارد132 270 بيماري قلبي 

Thyroid ندارد213 7200 تيروئيد 
Dermatology دارد346 366 هاي پوستيبيماري 

Primary Tumor دارد1722 339 تومور اوليه 
Indian Liver Patient دارد102 583 كبد 

Post-Operative Patientدارد9083 جراحيعمل بعد از 
Lung Cancerدارد32562 سرطان ريه 

Mean/mode ،)Hotهاي جانشـيني روش Deck (HD،
KNN ،)Maximum Possible Value(MPV ،)All 

Possible Value (APV ،)Case Deletion(CDو
Regression ــا اســتفاده از زبــان برنامــه نويســي در #Cب

سـپس بـر شـد، پياده سـازي Net Framework.محيط
مروي هر يك از مجموعه داده قادير مفقود اعمال هاي حاوي

. اندشده
از، از نسـخه All Possible Valueدر روش جانشـيني اي

 آن استفاده شده است كه براي يك ويژگي داراي مقدار مفقود
شده در يك نمونه، فقط همه مقادير ممكن براي آن ويژگـي

در روش جانشـيني.]17[گردنـد در همان كلاس جانشين مي
Hot Deck از تـــابع فاصـــله)Heterogeneous 

Euclidean Overlap Metric(HEOM ]18[استفاده 

:اين تابع به صورت زير است. گرددمي
ــه ــد نمونـ ــرض كنيـ ــا فـ ــورتnاي بـ ــه صـ ــي بـ ويژگـ

),...,,( 21 nxxxX همچنـين متغيـر. نمايش داده شـود=
كهmباينري  اگر مقدارjm=1به اين صورت تعريف گردد
وjxويژگي  jxگر مقـدار ويژگـياjm=0مفقود شده

ــد ــخص باش ي. مش ــه ــراي دو نمون ــلهbXوaXب فاص
HEOM آن ميبين :گرددها به صورت زير تعريف

∑
=

=
n

j
bjajjba xxdXXd

1

2),(),()1(

),(كه bjajj xxdي بـين دو ويژگـي امـينjفاصـله
:شودبه صورت زير محاسبه ميbXوaXنمونه







 =−−
=

attributevequantitatiaisxifxxd
attributelcategoricaaisxifxxd

mmif
xxd

jbjajN

jbjajO

bjaj

bjajj

),(
),(

0)1)(1(1
),()2(

باشـد شـده از دو نمونـه مفقـود يكـيدرj اگر مقدار ويژگي
),( bjajj xxdو در غيـر ايـن) بيشـترين فاصـله(برابر يك

),( صورت bjajj xxdاگر ويژگـي. گرددبرابر صفر مي jاز
و اين مقدار در هر دو نمونه مثل هم باشد نوع دسته  اي باشد

و در غير اين صورت برابر يك ميOd مقدار . گرددبرابر صفر
رابطـه زيـر بـه ازNd از نوع كمي باشد مقـدارj اگر ويژگي
:آيددست مي
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)min()max(
||

),(
jj

bjaj
bjajN xx

xx
xxd

−

−
=)3(

)max( كه jxو)min( jxو بـه ترتيـب بيشـترين مقـدار
ميدر بين تمام نمونهjكمترين مقدار ويژگي  بـراي. باشـند ها

),(محاسبه bjajN xxdها ابتدا به بازه بين صـفر مقادير داده
ميت .شوندا يك نرمال

استفاده HEOMنيز از تابع فاصله KNN در روش جانشيني
k هـا در بـين نمونـه بـين پس از محاسـبه فاصـله. گرددمي

، در صـورتي نزديكترين نمونه به نمونه داراي مقدار مفقود شده
kدرjمقـدار ويژگـي ميانـه، ام از نوع كمي باشدjكه ويژگي

ب خابـود شـده انتــي براي مقـدار مفق ـعنوان جانشينه نمونه
و در صورتي كه ويژگيمي  مـد اي باشـد، از نوع دسـتهj گردد

بـkدرjمقدار ويژگي عنـوان جانشـيني بـراي مقـداره نمونه
بـ. گـردد مفقود شده انتخاب مي منظـوره در محاسـبه فاصـله

-در يك نمونـه خـاص، نمونـهj جانشيني مقدار مفقود ويژگي
ها مفقود شده است در نظر گرفتـهآنj يژگيوهايي كه مقدار

.نشدند
پس از اعمال روش هاي جانشيني بر روي مجموعه داده هاي

دو كلاسـه بنـد،با نـرخ هـاي مختلـف مقـادير مفقـود شـده 
و شبكه هاي عصبي پرسپترون چندلايهkنزديكترين  همسايه

:بر روي مجموعه داده هاي زير اعمال مي گردند
ي كامل اوليههامجموعه داده•
نـرخ متفـاوت از مقـادير6هاي حاوي مجموعه داده•

 مفقود شده
7هاي كامـل حاصـل شـده از اعمـال مجموعه داده•

روش جانشيني بـر روي هـر يـك از مجموعـه داده
 حاوي يك نرخ مشخص از مقادير مفقود

نسـخه Weka نرم افـزار براي اعمال دو كلاسه بند مذكور از
هر استفاده شده است 3.7.8 كه پارامترهاي استفاده شده براي

الگوريتم همان مقادير پيش فرض تعيين شده در اين نرم افزار 
در نظـر گرفتـه5برابـر KNNدر الگوريتمkمقدار. باشدمي

براي تخمين كارايي كلاسه بندها از روش ارزيـابي. شده است
ــر10متقــاطع  ) Fold cross validation-10(تكــه براب

.شوداستفاده مي

 نتايجنتايج
هـاي ميانگين تفاضل دقت كلاسه بنـدي روي مجموعـه داده

و مجموعه داده هاي حـاوي كامل حاصل از هر روش جانشيني
2مقادير مفقود را براي هـر نـرخ از مقـادير مفقـود در جـدول 

مي. شودمشاهده مي : آيـد اين ميانگين به اين صورت به دست
ده مجموعـه داده بنـدي بـر روي هـر يـك از الگوريتم كلاسه

كامل حاصل از اعمال يك روش جانشيني خاص در يك نـرخ 
از طرفـي الگـوريتم. گـردد مقادير مفقود مشخص اعمـال مـي 

بندي بر روي هر يك از ده مجموعه داده حاوي مقـادير كلاسه
و  مفقود با همان نرخ مقادير مفقود مشـخص، اعمـال گرديـده

داده محاسـبه ندي بـراي هـر مجموعـهـبتفاضل دقت كلاسه
و در مي و بالاخره ميانگين ده تفاضـل حاصـل، محاسـبه گردد

مقادير منفي در ايـن جـدول بيـانگر ايـن. گيردجدول قرار مي
هستند كه استفاده از روش جانشيني نسبت به عدم اسـتفاده از 

و بدتر شدن دقت كلاسه . بندي شده استآن باعث كاهش
همسـايه بـه اختصـار،kكلاسه بند نزديكترين در اين جدول

KNN ،و شبكه هاي عصبي پرسپترون چندلايه بـه اختصـار
ANN ناميده شده است.

حالتي است كـه روش، Complete dataروش،2ر جدولد
و داده هـا از  جانشيني خاصي روي داده ها اعمال نشده اسـت

و بدون مقادير مفقود مي باشـند  بـراي ايـن. همان ابتدا كامل
بنـد روي ميانگين تفاضل دقت هـر كلاسـه،2حالت در جدول 
و مجموعـه مجموعه داده هـاي حـاوي داده هاي كامـل اوليـه

مقادير مفقود براي هر نرخ از مقـادير مفقـود نشـان داده شـده 
. است

مي2از جدول 82/1رين بهبـود برابـر شود كـه بيشـت مشاهده
درصد مقادير40درصد براي جانشيني در مجموعه داده حاوي

بنـدي در كلاسـه Case Deletionقود در روش جانشيني مف
KNN در اين حالـت كلاسـه بنـدي روي مجموعـه. باشدمي

هاي حاوي درصد نسبت به مجموعه داده55/0هاي كامل داده
.مقادير مفقود بهبود دقت دارد

بندي دو كلاسه نيز به ترتيب بهبود دقت كلاسه2و1نمودار
هاي مختلف مقادير مفقود نرخ را به ازاي ANNو KNNبند 

مي. دهدنشان مي هاي دهند كه روشاين دو نمودار، نشان
هاي مختلف مقادير مفقود، جانشيني بررسي شده در برابر نرخ

.اندبندي داشتهتأثيرات متفاوتي در دقت كلاسه
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و نتيجه گيري  بحث
هاي جانشيني دهند كه هيچ يك از روشنتايج نشان مي

هاي مختلف مقادير مفقود، به ازاي همه نرخبررسي شده 
بندي را نسبت به سايرين نتيجه همواره بيشترين دقت كلاسه

و نمينمي توان برتري روش جانشيني خاصي را در دهد
برخورد با مقادير مفقود شده در يك مجموعه داده براي كلاسه 

. هاي مقادير مفقود تعميم دادرا به تمام نرخ KNNبندي 
كه]Rodriguez]12و Acunaانجام شده توسط مطالعه

بر روي فقط چهار مجموعه داده پزشكي بيماري قلبي، سرطان
و هپاتيت با حداكثر  درصد مقادير مفقود انجام12سينه، ديابت

نيز نتيجه مشابهي داشته KNNبندي شده است، براي كلاسه
اما با افزايش نرخ مقادير مفقود، روش جانشيني. است

Mean/mode ها تقريباً باعث در مقايسه با ساير روش
در حالي كه ساير. بندي گرديده استافزايش دقت كلاسه

. اندها كارايي منظمي نسبت به نرخ مقادير مفقود نداشتهروش

 ميانگين تفاضل دقت كلاسه بندي:2جدول
نرخ مقاديرروش جانشيني

)درصد(مفقود
مقاديرنرخروش جانشينيبندكلاسه

)درصد(مفقود
بندكلاسه

KNNANN KNN ANN 
CD 532/0-26/0-MPV 586/0-6/0-

1007/0-42/0-108/0-11/0
2008/02001/0-01/0
3046/003/03088/0-32/0-
4082/122/0-4033/0-73/0-
506/198/0-5035/097/0-

Mean/mode 5٥١/٠-٣٢/٠-APV 565/1-46/0
10٧٦/٠-٠٦/٠1004/1-14/1
20٨٦/٠-١٢/٠2085/0-17/0
30١٩/٠-٠٣/٠-3011/1-94/0
40٣٢/٠٣٣/٠-4055/0-05/0-
50١٦/١٤٨/٠5024/042/1-

HD 504/1-89/0-Regression 511/0-0
1068/0-23/01014/0-75/0
2047/0-58/02046/106/1
3023/1-33/03085/009/0-
4053/0-32/0-4021/144/0
5046/057/0-5083/09/0-

KNN 57/0-08/1-Complete data 528/0-65/0-
1039/0-92/0-1019/00
2032/022/02068/047/0
3027/0-45/0-3009/00
4022/0-3/1-4055/025/0-
5027/002/2-5031/193/0-

 KNNبهبود دقت كلاسه بندي:1نمودار
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 ANNبهبود دقت كلاسه بندي:2نمودار

مي2با توجه به نمودار هاي جانشيني شود كه همه روشمشاهده
هاي مختلـف مقـادير مفقـود، تـأثيرات در برابر نرخ بررسي شده

به جـزء روش جانشـيني. اندبندي داشتهمتفاوتي در دقت كلاسه
Mean/Modeمقـادير درصـد50 هـا بـه ازاي، در ساير روش

مي، دقت كلاسهمفقود همانند كلاسه. يابدبندي به شدت كاهش
هKNNبند  يچ كـدام، در اين نمودار نيز كاملاً مشهود است كه

-هاي جانشيني بررسي شده به ازاي تمام مجموعـه داده از روش
. هاي مختلف مقادير مفقود برتري نداردهاي حاوي نرخ

و]Rodriguez]12و Acunaمطالعــه انجــام شــده توســط
هـر چنـد. نيز نتايج مشـابهي دارنـد]Munirah ]15همچنين

كمروش و هاي جانشيني بررسي شده در اين دو مطالعه تـر بـوده
. انـد هاي پزشكي نيز فقط چهار مجموعه داده بودهمجموعه داده

-توان نتيجه گرفت كه به كارگيري روشبنابراين در مجموع مي
هـاي مختلـف از مقـادير هاي جانشيني مذكور به ازاي همه نرخ

اگـر. گـردد مفقود شده لزوماً باعث بهبود دقت كلاسه بندي نمي
ب ه ازاي مقادير مشخصي از مقادير چه يك روش جانشيني خاص
ميمفقود باعث بهبود دقت كلاسه بـه عـلاوه بهبـود. گرددبندي

مفبندي رابطهدقت كلاسه نــاي با ميزان مقادير داشتهـقود شده
نت. است دهنـد كـه هـيچ كـدام از ايج همچنين نشـان مـيـاين

. هاي جانشيني بررسي شده بهترين روش جانشيني نيسـتند روش
ــد روش دادهمجموعــه ــا در كاربردهــاي مختلــف نيازمن هــاي ه

و با توجه بـه ويژگـي بايست جانشيني متفاوتي هستند كه مي هـا
در كارهـاي آتـي. هـا انتخـاب شـوند خصوصيات مجموعـه داده 

و بررسي رفتار روش هـاي جانشـيني بـر روي مجموعـه  تحليل
هاي حاوي مقادير مفقود كه كـاملاً تصـادفي نيسـتند مـورد داده

هاي جانشـيني بـر همچنين بررسي تأثير روش. وجه خواهد بودت
و بنـدي سـاير الگـوريتم روي دقت كلاسه هـاي كلاسـه بنـدي
ميبررسي ساير روش توانـد هاي جانشيني مقادير مفقود شده نيز
.مد نظر قرار گيرد

و قدرداني  تشكر
ارزيـابي تـأثير"با عنوان 568اين مقاله حاصل به شماره مجوز

بنـدي در داده هاي جانشيني مقادير مفقود بر دقت كلاسـه روش
بوده كه از دانشگاه آزاد اسلامي واحد كاشمر بـه"كاوي پزشكي

ميعنوان حا و قدرداني .گرددمي طرح مذكور تشكر
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Introduction: The missing values in medical data may impact the data mining process and any kind 
of interpretation. Thus the treatment of these missing values is a necessary task. In this research, the 
effect of various methods of dealing with missing values on medical data classification accuracy is 
evaluated. 
Method: This paper studied the effect of missing data replacement methods including Mean/Mode, 
Hot Deck, K-Nearest Neighbor, Maximum Possible Value, All Possible Value, Case Deletion, and 
Regression on classification accuracy for two popular classifiers namely K-nearest-neighbor and 
Neural Networks from Weka Data mining tool on 10 medical datasets including Breast Cancer, 
Cardiac Problems, Dermatology, Hepatitis, Thyroid, Diabetes, Primary Tumor, Liver Patient, Lung 
Cancer and Post-Operative Patient. These were selected from the six amounts of missing values. For 
classification accuracy estimation, the 10-fold cross validation method is used. 
Results: The results show that although the mean/mode method almost had better classification 
improvement that, none of the replacement methods for all amounts of missing values, is not always 
the most accurate classification with increasing amounts of missing values for the K-nearest-
neighbor classifier. There was no supremacy for all the replacement methods against the various 
amounts of missing values for any of the replacement methods for all data sets with different 
amounts of missing values. 
Conclusion: The current study shows that the replacement methods that have been evaluated for all 
the different rates of missing values do not necessarily improve the accuracy of classification and 
none of the investigated replacement methods is not absolutely the best one. 
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